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Abstract
Stochastic approximation is a class of algorithms that update a vector iteratively, incremen-
tally, and stochastically, including, e.g., stochastic gradient descent and temporal difference
learning. One fundamental challenge in analyzing a stochastic approximation algorithm is
to establish its stability, i.e., to show that the stochastic vector iterates are bounded almost
surely. In this paper, we extend the celebrated Borkar-Meyn theorem for stability from the
Martingale difference noise setting to the Markovian noise setting, which greatly improves its
applicability in reinforcement learning, especially in those off-policy reinforcement learning
algorithms with linear function approximation and eligibility traces. Central to our analysis
is the diminishing asymptotic rate of change of a few functions, which is implied by both a
form of the strong law of large numbers and a form of the law of the iterated logarithm.
Keywords: stochastic approximation, reinforcement learning, stability, almost sure
convergence, eligibility trace

1. Introduction

Stochastic approximation (Robbins and Monro, 1951; Benveniste et al., 1990; Kushner
and Yin, 2003; Borkar, 2009) is a class of algorithms that update a vector iteratively,
incrementally, and stochastically. Successful examples include stochastic gradient descent
(Kiefer and Wolfowitz, 1952) and temporal difference learning (Sutton, 1988). Given an
initial x0 ∈ Rd, stochastic approximation algorithms typically generate a sequence of vectors
{xn} recursively as

xn+1 = xn + α(n)H(xn, Yn+1) n = 0, 1, . . . (1)

Here {α(n)}∞n=0 is a sequence of deterministic learning rates, {Yn}∞n=1 is a sequence of random
noise in a general space Y (not necessarily compact), and H : Rd × Y → Rd is a function
that maps the current iterate xn and noise Yn+1 to the actual incremental update.
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One way to analyze the asymptotic behavior of {xn} is to regard {xn} as Euler’s
discretization of the ODE

dx(t)

dt
= h(x(t)), (2)

where h(x)
.
= E[H(x, y)] is the expected updates (the expectation will be rigorously defined

shortly). Then the asymptotic behavior of the discrete and stochastic iterates {xn} can be
characterized by continuous and deterministic trajectories of the ODE (2). To establish
this connection between the two, however, requires to establish the stability of {xn} first
(Kushner and Yin, 2003; Borkar, 2009). In other words, one needs to first show that

sup
n
‖xn‖ <∞ a.s.,

which is in general challenging. Once the stability is confirmed, the convergence of {xn}
follows easily (Kushner and Yin, 2003; Borkar, 2009). The seminal Borkar-Meyn theorem
(Borkar and Meyn, 2000) establishes the desired stability assuming the global asymptotic
stability of the following ODE

dx(t)

dt
= h∞(x),

where h∞(x)
.
= h(cx)

c . Despite the celebrated success of the Borkar-Meyn theorem (see, e.g.,
Abounadi et al. (2001); Maei (2011)), one major limit is that the Borkar-Meyn theorem
requires {Yn} to be i.i.d. noise. As a result, {H(xn, Yn+1)− h(xn)}∞n=0 is then a Martingale
difference sequence and the Martingale convergence theorem applies under certain conditions.
However, in many Reinforcement Learning (RL, Sutton and Barto (2018)) problems, {Yn} is
a Markov chain and is not i.i.d. Our main contribution is to extend the Borkar-Meyn theorem
to the Markovian noise setting with verifiable assumptions. The extension to Markovian
noise has been previously explored by Ramaswamy and Bhatnagar (2018); Borkar et al.
(2021). However, their assumptions are way more restrictive than ours so their results are
not applicable in many important RL algorithms, particularly, off-policy RL algorithms with
eligibility traces (Yu, 2012, 2015, 2017). See Section 5 for more discussion on this class of RL
algorithms.

In Ramaswamy and Bhatnagar (2018), it is assumed that the Differential Inclusion (DI)

dx(t)

dt
∈ co{H∞(x(t), y)|y ∈ Y}

is stable, where co(·) denotes the convex hull andH∞(x, y)
.
= limc→∞

H(cx,y)
c . To demonstrate

the challenge in verifying this assumption, we consider a special linear case where H(x, y) =
A(y)x+ b(y) for some matrix-valued function A(y) and vector-valued function b(y). Then
one sufficient and commonly used condition (Molchanov and Pyatnitskiy, 1989) for this DI
to be stable is that the A(y) is uniformly negative definite, i.e., there exists some strictly
positive η such that x>A(y)x ≤ −η‖x‖2 ∀x ∈ Rd, y ∈ Y. However, in many RL algorithms
(e.g., Sutton (1988); Sutton et al. (2008, 2009, 2016), as well as the off-policy RL algorithms
with eligibility traces in Section 5), we can at most say that E[A(y)] is negative definite. The
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individual matrix A(y) does not have any special property. Intuitively, Ramaswamy and
Bhatnagar (2018) assume that the function H∞(x, y) behaves well almost surely, significantly
limiting its application in RL. In fact, we are not aware of any application of Ramaswamy
and Bhatnagar (2018) in standard RL algorithms. By contrast, we only need h∞(x) to
behave well, i.e., we only need H∞(x, y) to behave well in expectation. Ramaswamy and
Bhatnagar (2018) also assume Y to be compact. Unfortunately, in many important RL
algorithms mentioned above, neither DI’s stability nor the compactness holds.

In Borkar et al. (2021), it is assumed that a V4 Laypunov drift condition holds for {Yn}
and the eighth moment of some function is bounded. Unfortunately, in many important RL
algorithms (see, e.g., those in Section 5), neither assumption holds. We instead establish
the stability via examining the asymptotic rate of change of certain functions, inspired by
Kushner and Yin (2003). When V4 does not hold, a form of the strong law of large numbers
and a form of the law of the iterated logarithm can be used to establish the desired asymptotic
rate of change. When V4 does hold, we only need the second moment, instead of the eighth
moment, to be bounded to establish the desired asymptotic rate of change.

We demonstrate in Section 5 the wide applicability of our results in RL, especially in
off-policy RL algorithms with linear function approximation and eligibility traces, where
the Markovian noise {Yn} can easily grow unbounded almost surely and have unbounded
second moment. The key idea of our approach is to apply the Arzela-Ascoli theorem to the
scaled iterates. Then the Moore-Osgood theorem computes a double limit, confirming that
the scaled iterates converge to the corresponding limiting ODEs along a carefully chosen
subsequence. This subsequence view is an important technical innovation of our approach.
By contrast, previous works concerning the Borkar-Meyn theorem (Borkar and Meyn, 2000;
Bhatnagar, 2011; Lakshminarayanan and Bhatnagar, 2017; Ramaswamy and Bhatnagar, 2017,
2018; Borkar et al., 2021) all seek to establish the convergence along the entire sequence to
invoke a proof by contradiction argument to establish the desired stability. This subsequence
view is essential for our approach because the Arzela-Ascoli theorem can only guarantee the
existence of a convergent subsequence. As a result, we need a variant of the standard proof
by contradiction argument to establish the desired stability.

2. Main Results

Assumption 1 The Markov chain {Yn} has a unique invariant probability measure (i.e.,
stationary distribution), denoted by dY .

Technically speaking, the uniqueness and even the existence of the invariant probability
measure can be relaxed, as long as the average of certain functions exists. We are, however, not
aware of any applications where such relaxation is a must. We, therefore, use Assumption 1
to ease presentation and refer the reader to A1.3 in Chapter 6 of Kushner and Yin (2003) as
an example of such relaxation. In light of the update (1), we use the convention that {Yn}
starts from n = 1.

Assumption 2 The learning rates {α(n)} are positive, decreasing, and satisfy

∞∑
i=0

α(i) =∞, lim
n→∞

α(n) = 0, and
α(n)− α(n+ 1)

α(n)
= O (α(n)) . (3)
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Remark 1 For any α(n) = B1

(n+B2)β
with β ∈ (0.5, 1], it can be easily computed that

α(n)− α(n+ 1)

α(n)
= O

(
β

n

)
= O (α(n)) .

Next, we make a few assumptions about the function H. For any c ∈ [1,∞), define

Hc(x, y)
.
=
H(cx, y)

c
. (4)

The function Hc is the rescaled version of the function H and will be used to construct
rescaled iterates, which are key techniques in proving the Borkar-Meyn theorem (see, e.g.,
Borkar and Meyn (2000); Borkar (2009)). Similar to Borkar and Meyn (2000); Borkar (2009),
we need the limit of Hc to exist in a certain sense when c→∞.

Assumption 3 There exists a measurable function H∞(x, y), a function κ : R→ R (inde-
pendent of x, y), and a measurable function b(x, y) such that for any x, y,

Hc(x, y)−H∞(x, y) =κ(c)b(x, y), (5)
lim
c→∞

κ(c) =0,

Moreover, there exists a measurable function Lb(y) such that ∀x, x′, y,∥∥b(x, y)− b(x′, y)
∥∥ ≤ Lb(y)

∥∥x− x′∥∥. (6)

And the expectation Lb
.
= Ey∼dY [Lb(y)] is well-defined and finite.

Assumption 3 provides details on how Hc converges to H∞ when c→∞. We note that in
many RL applications, see, e.g., Section 5, the function b(x, y) actually does not depend
on x so (6) trivially holds. We consider b(x, y) as a function of both x and y for generality.
Next, we assume Lipschitz continuity of the functions Hc, which guarantees the existence
and uniqueness of the solutions to the corresponding ODEs.

Assumption 4 There exists a measurable function L(y) such that for any x, x′, y,∥∥H(x, y)−H(x′, y)
∥∥ ≤ L(y)

∥∥x− x′∥∥, (7)∥∥H∞(x, y)−H∞(x′, y)
∥∥ ≤ L(y)

∥∥x− x′∥∥. (8)

Moreover, the following expectations are well-defined and finite for any x:

h(x)
.
= Ey∼dY [H(x, y)],

h∞(x)
.
= Ey∼dY [H∞(x, y)],

L
.
= Ey∼dY [L(y)].

Apparently, the function x 7→ Hc(x, y) shares the same Lipschitz constant L(y) as the
function x 7→ H(x, y). Similar to (4), we define

hc(x)
.
=
h(cx)

c
.

The following assumption is the central assumption in the original proof of the Borkar-Meyn
theorem.
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Assumption 5 (Assumption A5 in Chapter 3 of Borkar (2009)) As c→∞, hc(x) converges
to h∞(x) uniformly in x on any compact subsets of Rd. The ODE

dx(t)

dt
= h∞(x(t)) (ODE@∞)

has 0 as its globally asymptotically stable equilibrium.

We refer the reader to Dai (1995); Dai and Meyn (1995); Borkar and Meyn (2000); Borkar
(2009); Fort et al. (2008); Meyn (2008, 2022) for the root and history of (ODE@∞).

Assumption 6 Let g denote any of the following functions:

y 7→H(x, y) (∀x), (9)
y 7→Lb(y), (10)
y 7→L(y). (11)

Then for any initial condition Y1, it holds that

lim
n→∞

α(n)
n∑
i=1

(
g(Yi)− Ey∼dY [g(y)]

)
= 0 a.s. (12)

Remark 2 Consider α(n) = B1

(n+B2)β
as an example again. For β = 1, (12) is implied by

the following Law of Large Numbers (LLN)

lim
n→∞

1

n

n∑
i=1

(
g(Yi)− Ey∼dY [g(y)]

)
= 0 a.s. (LLN)

For β ∈ (0.5, 1], (12) is implied by the following Law of the Iterated Logarithm (LIL)∥∥∥∥∥
n∑
i=1

(
g(Yn)− Ey∼dY [g(y)]

)∥∥∥∥∥ ≤ ζ√n log logn a.s., (LIL)

where ζ is a sample path dependent finite constant.

Remark 3 If the Markov chain {Yn} is positive1 Harris2, then (LLN) holds for any function
g whenever E[‖g(y)‖] < ∞ (Theorem 17.0.1 (i) of Meyn and Tweedie (2012)). If {Yn} is
further V-uniformly ergodic3, then (LIL) holds (Theorem 17.0.1 (iii) and (iv) of Meyn and
Tweedie (2012)). For the special case where Y is finite, (LLN) holds when the Markov chain
is irreducible and (LIL) holds when it is further aperiodic.

Remark 4 We note that (LLN) is stronger than Doob’s strong law of large numbers on
stationary processes (see, e.g., Theorem 17.1.2 of Meyn and Tweedie (2012), referred to as
Doob’s LLN hereafter). Doob’s LLN concludes (at most) that (LLN) holds for any Y1 ∈ Yg,

1See page 235 of Meyn and Tweedie (2012) for the definition of positive chains.
2See page 204 of Meyn and Tweedie (2012) for the definition of Harris chains.
3See page 387 of Meyn and Tweedie (2012) for the definition of V-uniform ergodicity.
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where Yg is an unknown, probably g-dependent set such that dY(Yg) = 1. If we use only
Doob’s LLN, all the “almost surely” statements in the paper must be replaced by “Y∗-almost
surely”, where Y∗

.
=
⋂
g Yg. This means that all the statements hold only when Y1 ∈ Y∗.

However, since the g functions in Assumption 6 depend on x, this Y∗ is an intersection of
possibly uncountably many sets {Yg}. It is possible that in some applications Y∗ turns out
to be a set of interest, where (LLN) can indeed be relaxed to Doob’s LLN. But in general,
characterizing Y∗ is pretty challenging.

Remark 5 The Markov chain {Yn} we consider in our RL applications in Section 5 is a
general space Markov chain but is not positive Harris. Fortunately, Yu (2012, 2015, 2017)
have established that (LLN) holds for those chains. Whether (LIL) holds for those chains
remains open.

To better contrast our work with Borkar et al. (2021), in the following, we provide an
alternative to Assumption 6.

Assumption 6′ The learning rates {α(n)} further satisfy
∑∞

n=0 α(n)2 <∞. The Markov
chain {Yn} is ψ-irreducible4. The Lyapunov drift condition (V4) holds for the Markov chain
{Yn}.5 In other words, there exists a Lyapunov function v : Y → [1,∞] such that for any
y ∈ Y,

E [v(Yn+1)− v(Yn)|Yn = y] ≤ −δv(y) + τIC(y). (V4)

Here δ > 0, τ <∞ are constants, C is a small set6, and I is the indicator function. Moreover,
let g be any of the functions H(0, y), Lb(y), and L(y). Then g ∈ L2

v,∞
7.

Assumption 6′ uses the idea of Borkar et al. (2021) but is weaker than its counterparts. See
more detailed comparisons in Section 3.

Remark 6 Assumption 6′ is listed here mostly for better comparison with Borkar et al. (2021).
We are not aware of any RL application where Assumption 6′ holds but Assumption 6 does
not hold. Instead, in the RL applications in Section 5, Assumption 6 holds but Assumption 6′

does not. That being said, the applicability of Assumptions 6 and 6′ outside RL is beyond the
scope of this work.

Having listed all the assumptions, our main theorem confirms the stability of {xn}.

Theorem 7 Let Assumptions 1 - 5 hold. Let Assumption 6 or 6′ hold. Then the iterates
{xn} generated by (1) are stable, i.e.,

sup
n
‖xn‖ <∞ a.s.

Its proof is in Section 4. Once the stability is established, the convergence follows easily.
4See page 91 of Meyn and Tweedie (2012) for the definition of ψ-irreducibility.
5See page 371 of Meyn and Tweedie (2012) for in-depth discussion about (V4).
6See page 109 of Meyn and Tweedie (2012) for the definition of small sets.
7g belongs to Lpv,∞ if and only if supy∈Y

‖g(y)‖pp
v(y)

<∞, where v is the Lyapunov function in (V4).
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Corollary 8 Let Assumptions 1 - 5 hold. Let Assumption 6 or 6′ hold. Then the iterates
{xn} generated by (1) converge almost surely to a (sample path dependent) bounded invariant
set8 of the ODE9

dx(t)

dt
= h(x(t)). (13)

Arguments used in proving Corollary 8 are similar but much simpler than the counterparts
in the proof of Theorem 7. We include a proof of Corollary 8 in Appendix B.9 with the
details of those similar but simpler lemmas omitted to avoid verbatim repetition.

It is worth mentioning that it is easy to extend our results to more general updates

xn+1 = xn + α(n) (H(xn, Yn+1) +Mn+1 + εn) ,

where Mn+1 is a Martingale difference sequence and εn is another additive noise. Similarly,
it would require the asymptotic rate of change of {Mn+1} and {εn} to diminish. We refer
the reader to Kushner and Yin (2003) for more details. Since our main contribution is the
stability under the Markovian noise {Yn+1}, we use the simpler update rule (1) for improving
clarity.

3. Related Work

General H. In this paper, the function H can be a general function and we do not make
any linearity assumptions. We first compare our results with existing works applicable to
general H and Markovian noise {Yn}. Since convergence follows easily from stability, we
focus on comparison in terms of establishing stability. Notably, the related stability results
in Borkar and Meyn (2000); Borkar (2009) are superceded by Borkar et al. (2021). We,
therefore, discuss only Borkar et al. (2021); Kushner and Yin (2003); Benveniste et al. (1990).

Compared with Borkar et al. (2021), our improvements lie in two aspects. First, central to
Borkar et al. (2021) are (i) a V4 Laypunov drift condition, (ii) an aperiodicity assumption of
{Yn}, and (iii) a boundedness assumption L(y) ∈ L8

v,∞. By contrast, our Assumption 6′ only
requires L(y) ∈ L2

v,∞ and does not need aperiodicity. Second, we further provide an approach
that establishes the stability based on Assumption 6 without using (V4), aperiodicity, and
the boundedness in L8

v,∞. As noted in Remark 6, Assumption 6 is more applicable than
Assumption 6′ in RL.

Compared with Kushner and Yin (2003), our main improvement is that we prove stability
under the asymptotic rate of change conditions. By contrast, Kushner and Yin (2003) mostly
use stability as a priori and are concerned with the convergence of projected algorithms in
the form of

xn+1 = Π (xn + α(n)H(xn, Yn+1)) ,

8A set X is an invariant set of the ODE (13) if and only if for every x ∈ X, there exists a solution
x(t) to the ODE (13) such that x(0) = x and x(t) ∈ X for all t ∈ (−∞,∞). If the ODE (13) is globally
asymptotically stable, the only bounded invariant set is the singleton {x∗}, where x∗ denotes the unique
globally asymptotically stable equilibrium. We refer the reader to page 105 of Kushner and Yin (2003) for
more details.

9By {xn} converges to a set X, we mean limn→∞ infx∈X ‖xn − x‖ = 0.
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where Π is a projection to some compact set to ensure stability of {xn}. As a result, the
corresponding ODE (cf. Corollary 8) becomes

dx(t)

dt
= h(x(t)) + ξ(t),

where ξ(t) is a reflection term resulting from the projection Π. We refer the reader to
Section 5.2 of Kushner and Yin (2003) for more details regarding this reflection term.
Analyzing these reflection terms typically requires strong domain knowledge, see, e.g., Yu
(2015); Zhang et al. (2021b), and Section 5.4 of Borkar (2009).

We argue that this work combines the best of both Borkar and Meyn (2000) and Kushner
and Yin (2003), i.e., the ODE@∞ technique for establishing stability from Borkar and Meyn
(2000) and the asymptotic rate of change technique for averaging out the Markovian noise
{Yn}. As a result, our results are more general than both Borkar et al. (2021) and Kushner
and Yin (2003) in the aforementioned sense.

Compared with Benveniste et al. (1990), our main improvement is that despite the proof
under Assumption 6′ essentially using Poisson’s equation10, the proof under Assumption 6
does not need Poisson’s equation at all. Notably, Benveniste et al. (1990) assume Poisson’s
equation directly without specifying sufficient conditions to establish Poisson’s equation.
Moreover, to establish stability, Benveniste et al. (1990) require a Lyapunov function for the
ODE (13) that is always greater than or equal to α‖·‖2 for some α > 0 (Condition (ii) of
Theorem 17 in Benveniste et al. (1990)). By contrast, our Assumption 5 does not put any
restriction on the possible Lyapunov functions. We also note that Borkar et al. (2021) is
also based on an error representation similar to Benveniste et al. (1990) enabled by Poisson’s
equation.

Linear H. If we further assume that the function H(x, y) has a linear form, i.e.,

H(x, y) = A(y)x+ b(y),

there are several other results regarding the stability (and thus convergence), e.g., Konda
and Tsitsiklis (1999); Tadic (2001); Yu (2015) and Proposition 4.8 of Bertsekas and Tsitsiklis
(1996). They, however, all require that the matrix A .

= Ey∼dY [A(y)] is negative definite11.
But contrast, our Assumption 5 only requires A to be Hurwitz12 (see, e.g., Theorem 4.5
of Khalil (2002)), which is a weaker condition.13 In Section 5, we provide a concrete RL
algorithm where the corresponding A matrix is Hurwitz but not negative definite.

10Let g be a function defined on Y. The Poisson’s equation holds for g if there exists a finite function ĝ
such that ĝ(y) = g(y)−Ey∼dY [g(y)]+

∫
Y P (y, y′)ĝ(y′)dy′ holds for any y ∈ Y, where P denotes the transition

kernel of {Yn}. The drift condition (V4), together with some other mild conditions, is sufficient to ensure the
existence of Poisson’s equation. We refer the reader to Theorem 17.4.2 of Meyn and Tweedie (2012) for more
details.

11A real matrix A, not necessarily symmetric, is negative definite if and only if all the eigenvalues of the
symmetric matrix A+A> is strictly negative.

12A real matrix A is Hurwitz if and only if the real parts of all its eigenvalues are strictly negative.
13All negative definite matrices are Hurwitz, but many Hurwitz matrices are not negative definite. See

Chapter 2 of Horn and Johnson (1991) for more details.

8



Stochastic Approximation with Markovian Noise

Local clock. Another approach to deal with Markovian noise {Yn} is to apply results
in asynchronous schemes. We refer the reader to Chapter 7 of Borkar (2009) for details.
The major limitation is that it requires count-based learning rates. At the n-th iteration,
instead of using α(n), where n can be regarded as a “global lock”, the asynchronous schemes
use α($(n, Yn+1)) as the learning rate, where $(n, y) counts the number of visits to the
state y until time n and can be regarded as a “local clock”. The asynchronous schemes also
have other assumptions regarding the local clock. Successful examples include Abounadi
et al. (2001); Wan et al. (2021). However, we are not aware of any successful applications of
such count-based learning rates in RL with function approximation, where an RL algorithm
typically only has access to some feature φ(Yn) instead of Yn directly. Unless φ is a one-to-one
mapping, there will be no way to count the state visitation.

Other type of noise. The Borkar-Meyn theorem applies to only Martingale difference
noise, which is, later on, relaxed to allow more types of noise, e.g., Bhatnagar (2011);
Ramaswamy and Bhatnagar (2017). However, none of those extensions applies to general
Markovian noise.

4. Proof of Theorem 7

This section is dedicated to proving Theorem 7. Overall, we prove by contradiction. Section 4.1
sets up notations and establishes the desired diminishing asymptotic rate of change of a
few functions. Section 4.2 establishes the desired equicontinuity. Section 4.3 assumes the
opposite and thus identifies a subsequence of interest. Section 4.4 analyzes the property of
the subsequence, helping the reductio ad absurdum in Section 4.5. Lemmas in this section
are derived on an arbitrary sample path {x0, {Yi}∞i=1} such that the assumptions in Section 2
hold. Thus, we omit “a.s.” on the lemma statements for simplicity.

4.1 Diminishing Asymptotic Rate of Change

We divide the non-negative real axis [0,∞) into segments of length {α(i)}i=0,1,.... Those
segments are then grouped into larger intervals {[Tn, Tn+1)}n=0,1,.... The sequence {Tn} has
the property that Tn+1 − Tn ≈ T for some fixed T and as n tends to ∞, the error in this
approximation diminishes. Precisely speaking, we define

t(0)
.
=0,

t(n)
.
=

n−1∑
i=0

α(i) n = 1, 2, . . . .

For any T > 0, define

m(T ) = max {i|T ≥ t(i)} (14)

to be the largest i that has t(i) smaller or equal to T . Intuitively, t(m(T )) is “just” left to T
in the real axis. Then t(m(T )) has the follow properties:

t(m(T )) ≤ T < t(m(T ) + 1) = t(m(T )) + α(m(T )), (15)
t(m(T )) > T − α(m(T )). (16)
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Define

T0 = 0,

Tn+1 = t(m(Tn + T ) + 1). (17)

Intuitively, Tn+1 is “just” right to Tn + T in the real axis. For proving Theorem 7, it suffices
to work with solutions of ODEs in only [0,∞). But for Corollary 8, it is necessary to consider
solutions of ODEs in (−∞,∞). To this end, we define

α(i) =0 ∀i < 0,

m(t) =0 ∀t ≤ 0, (18)

for simplifying notations. For any given function f with domain Y, its asymptotic rate of
change is defined as

lim sup
n

sup
−τ≤t1≤t2≤τ

∥∥∥∥∥∥
m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i)[f(Yi+1)− Ey∼dY [f(y)]]

∥∥∥∥∥∥.
The asymptotic rate of change characterizes the asymptotic regularity of the sequence {f(Yn)}
and is a powerful tool to study stochastic approximation iterates. We refer the reader to
Sections 5.3.2 and 6.2 of Kushner and Yin (2003) for an in-depth exposition of this tool. In
the following, we demonstrate that the asymptotic rate of change is 0 for the functions in
Assumption 6.

Lemma 9 Let Assumptions 1, 2, and 4 hold. Let Assumption 6 or 6′ hold. Then the
asymptotic rate of change of the functions (9), (10), and (11) is 0, i.e., for any fixed τ > 0
and x, it holds that

lim sup
n

sup
−τ≤t1≤t2≤τ

∥∥∥∥∥∥
m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i) [H(x, Yi+1)− h(x)]

∥∥∥∥∥∥ = 0 a.s.,

lim sup
n

sup
−τ≤t1≤t2≤τ

∥∥∥∥∥∥
m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i)[Lb(Yi+1)− Lb]

∥∥∥∥∥∥ = 0 a.s., (19)

lim sup
n

sup
−τ≤t1≤t2≤τ

∥∥∥∥∥∥
m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i)[L(Yi+1)− L]

∥∥∥∥∥∥ = 0 a.s. (20)

Its proof is in Appendix D.1. Furthermore, the convergence of Hc to H∞ in Assumption 3
demonstrates a similar pattern.

Lemma 10 Let Assumptions 1, 2, 3, and 4 hold. Let Assumption 6 or 6′ hold. It then holds
that

lim
c→∞

sup
x∈B

sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i) [Hc(x, Yi+1)−H∞(x, Yi+1)]

∥∥∥∥∥∥ = 0 a.s.,

where B denote an arbitrary compact set of Rd.

Its proof is in Appendix B.1.
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4.2 Equicontinuity of Scaled Iterates

Fix a sample path {x0, {Yn}}. Let x̄(t) be the piecewise constant interpolation 14 of xn at
points {t(n)}n=0,1,..., i.e.,

x̄(t)
.
=


x0 t ∈ [0, t(1))

x1 t ∈ [t(1), t(2))

x2 t ∈ [t(2), t(3))
...

Using (14) to simplify it, we get

x̄(t)
.
= xm(t). (21)

Notably, x̄(t) is right continuous and has left limits. By (1), ∀n ≥ 0, we have

x̄(t(n+ 1)) = x̄(t(n)) + α(n)H(x̄(t(n)), Yn+1).

Now we scale x̄(t) in each segment [Tn, Tn+1).

Definition 11 ∀n ∈ N, t ∈ [0, T ), define

x̂(Tn + t)
.
=
x̄(Tn + t)

rn
(22)

where

rn
.
= max {1, ‖x̄(Tn)‖}. (23)

This implies

∀n ∈ N, ‖x̂(Tn)‖ ≤ 1. (24)

Moreover15, ∀n ∈ N, t ∈ [0, T ),

x̂(Tn + t) =
x̄(Tn) +

∑m(Tn+t)−1
i=m(Tn) α(i)H(x̄(t(i)), Yi+1)

rn
.

= x̂(Tn) +

m(Tn+t)−1∑
i=m(Tn)

α(i)Hrn(x̂(t(i)), Yi+1).

The function t 7→ x̂(Tn + t) is the scaled version of x̄(t) (by rn) in the interval [Tn, Tn+1). Its
domain is [0, Tn+1 − Tn). In most of the rest of this work, we will restrict it to [0, T ), such
that the sequence of functions {t 7→ x̂(Tn + t)}n=0,1,... have the same domain [0, T ), which is
crucial in applying the Arzela-Ascoli Theorem. The excess part [T, Tn+1 − Tn) diminishes
asymptotically (cf. Lemma 35) and thus can be easily processed when necessary. Notably,
x̂(Tn + t) can be regarded as the Euler’s discretization of zn(t) defined below.

14It also works if we consider a piecewise linear interpolation following Borkar (2009). The piecewise linear
interpolation, however, will significantly complicate the presentation. We, therefore, follow Kushner and Yin
(2003) to use piecewise constant interpolation.

15In this paper, we use the convention that
∑j
k=i α(k) = 0 when j < i

11
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Definition 12 ∀n ∈ N, t ∈ [0, T ), define zn(t) as the solution of the ODE

dzn(t)

dt
= hrn(zn(t)) (25)

with initial condition

zn(0) = x̂(Tn). (26)

Apparently, zn(t) can also be written as

zn(t) = x̂(Tn) +

∫ t

0
hrn(zn(s))ds. (27)

Ideally, we would like to see that the error of Euler’s discretization diminishes asymptotically.
Precisely speaking, the discretization error is defined as

fn(t)
.
= x̂(Tn + t)− zn(t) (28)

and we would like that fn(t) diminishes to 0 as n→∞ in a certain sense. To this end, we
study the following three sequences of functions

{t 7→ x̂(Tn + t)}∞n=0, {zn(t)}∞n=0, {fn(t)}∞n=0. (29)

In particular, we show that they are all equicontinuous in the extended sense. To understand
equicontinuity in the extended sense, we first give the definition of equicontinuity.

Definition 13 A sequence of functions
{
gn : [0, T )→ RK

}
is equicontinuous on [0, T ) if

supn ‖gn(0)‖ <∞ and ∀ε > 0, ∃δ > 0 such that

sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

‖gn(t1)− gn(t2)‖ ≤ ε.

One example of equicontinuity is a sequence of bounded Lipschitz continuous functions with a
common Lipschitz constant. Obviously, if {gn} is equicontinuous, each gn must be continuous.
However, the functions of interest in this work, i.e., x̂(Tn + t), fn(t), are not continuous so
equicontinuity would not apply. We, therefore, introduce the following equicontinuity in the
extended sense16 akin to Kushner and Yin (2003).

Definition 14 A sequence of functions
{
gn : [0, T )→ RK

}
is equicontinuous in the extended

sense on [0, T ) if supn ‖gn(0)‖ <∞ and ∀ε > 0, ∃δ > 0 such that

lim sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

‖gn(t1)− gn(t2)‖ ≤ ε.

16We must use this equicontinuity in the extended sense because we have chosen to use piecewise constant
instead of piecewise linear interpolation. For piecewise linear interpolation, the standard equicontinuity is
enough. However, as also argued in Kushner and Yin (2003), piecewise linear interpolation complicates the
presentation much more than the equicontinuity in the extended sense.

12
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Notably, Kushner and Yin (2003) show that
{
t ∈ (−∞,∞) 7→ x̄(t(n) + t) ∈ Rd

}∞
n=0

is equicon-
tinuous in the extended sense with a priori that

sup
n
‖xn‖ <∞.

We do not have this a priori. Instead, we prove a posteriori that

sup
n≥0,t∈[0,T )

‖x̂(Tn + t)‖ <∞

and show that
{
t ∈ [0, T ) 7→ x̂(Tn + t) ∈ Rd

}∞
n=0

is equicontinuous in the extended sense.
We remark that our function t 7→ x̂(Tn + t) actually belongs to the J1 Skorokhod topology
(Skorokhod, 1956; Billingsley, 1999; Kern, 2023), although we will not work on this topology
explicitly. Nevertheless, the following lemmas establish the desired equicontinuity, where
Lemma 9 plays a key role.

Lemma 15 The three sequences of functions {x̂(Tn + t)}, {zn(t)}, and {fn(t)} are all equicon-
tinuous in the extended sense on t ∈ [0, T ).

Its proof is in appendix B.2.

4.3 A Convergent Subsequence

According to the Arzela-Ascoli theorem in the extended sense (Theorem A.4), a sequence of
equicontinuous functions always has a subsequence of functions that uniformly converge to a
continuous limit. In the following, we use this to identify a particular subsequence of interest.

We observe the following inequality

∀n,
∥∥xm(Tn)

∥∥ = ‖x̄(Tn)‖ ≤ rn. (30)

Thus, to prove Theorem 7, we first show

sup
n
rn <∞,

and which is implied by

lim sup
n
rn <∞. (31)

In the following, we aim to show (31) by contradiction. We first assume the opposite, i.e.,
lim supn rn =∞. Based on this assumption and applying Gronwall’s inequality a few times,
we can find a particular subsequence of interest, along which all the three sequences of
functions in (29) converge uniformly.

Lemma 16 Suppose lim supn rn =∞. Then there exists a subsequence {nk}∞k=0 ⊆ {0, 1, 2, . . . }
that has the following properties:

lim
k→∞

rnk =∞,

rnk+1 > rnk ∀k. (32)

13
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Moreover, there exist some continuous functions f lim(t) and x̂lim(t) such that ∀t ∈ [0, T ),

lim
k→∞

fnk(t) =f lim(t),

lim
k→∞

x̂(Tnk + t) =x̂lim(t), (33)

where both convergences are uniform in t on [0, T ). Furthermore, let zlim(t) denote the unique
solution to the (ODE@∞) with the initial condition

zlim(0) = x̂lim(0),

in other words,

zlim(t) = x̂lim(0) +

∫ t

0
h∞(zlim(s))ds. (34)

Then ∀t ∈ [0, T ), we have

lim
k→∞

znk(t) = zlim(t),

where the convergence is uniform in t on [0, T ).

Its proof is in Appendix B.3. We use the subsequence {nk} intensively in the remaining
proofs.

4.4 Diminishing Discretization Error

Recall that fn(t) denotes the discretization error of x̂(Tn + t) of zn(t). We now proceed
to prove that this discretization error diminishes along {nk}. We note that we are able to
improve over Borkar et al. (2021) because we only require the discretization error to diminish
along the subsequence {nk}, while Borkar et al. (2021) aim to show that the discretization
error diminishes along the entire sequence {n}, which is unnecessary given (32).

In particular, we aim to prove that

lim
k→∞

‖fnk(t)‖ =
∥∥∥f lim(t)

∥∥∥ = 0.

This means x̂(Tnk + t) is close to znk(t) as k →∞. For any t ∈ [0, T ), we have

lim
k→∞

‖fnk(t)‖

= lim
k→∞

∥∥∥∥∥∥x̂(Tnk) +

m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)− znk(t)

∥∥∥∥∥∥ (by (28))

= lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)−

∫ t

0
hrnk (znk(s))ds

∥∥∥∥∥∥ (by (27))

≤ lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)−

∫ t

0
hrnk (x̂lim(s))ds

∥∥∥∥∥∥
14
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+ lim
k→∞

∥∥∥∥∫ t

0
hrnk (x̂lim(s))ds−

∫ t

0
hrnk (znk(s))ds

∥∥∥∥. (35)

We now prove that the first term in the RHS of (35) is 0. Precisely speaking, we aim to
prove ∀t ∈ [0, T ),

lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)−

∫ t

0
hrnk (x̂lim(s))ds

∥∥∥∥∥∥ = 0. (36)

To compute the limit above, we first fix any t ∈ [0, T ) and compute the following stronger
double limit, which implies the existence of the above limit (cf. Lemma 48).

lim
j→∞
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥. (37)

To compute this double limit, we use the Moore-Osgood theorem (Theorem A.5) to make it
iterated limits. To invoke the Moore-Osgood theorem, we first prove the uniform convergence
in k when j →∞.

Lemma 17 ∀t ∈ [0, T ),

lim
j→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥
=

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)H∞(x̂(t(i)), Yi+1)−
∫ t

0
h∞(x̂lim(s))ds

∥∥∥∥∥∥
uniformly in k.

Its proof is in Appendix B.4, where Lemma 10 plays a key role. Next, we prove, for each j,
the convergence with k →∞.

Lemma 18 ∀t ∈ [0, T ), ∀j,

lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥ = 0.

The proof of Lemma 18 follows the proof sketch of a similar problem on page 168 of Kushner
and Yin (2003) with some minor changes and is the central averaging technique of Kushner
and Yin (2003). We expect a reader familiar with Kushner and Yin (2003) should have
belief in its correctness. We anyway still include all the details in the Appendix D.2 for
completeness. We are now ready to compute the limit in (36).

15



Liu, Chen, and Zhang

Lemma 19 ∀t ∈ [0, T ),

lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)−

∫ t

0
hrnk (x̂lim(s))ds

∥∥∥∥∥∥ = 0.

Proof It follows immediately from Lemmas 17 & 18, the Moore-Osgood theorem, and
Lemma 48.

Lemma 19 confirms that the first term in the RHS of (35) is 0. Moreover, it also enables us
to rewrite x̂lim(t) from a summation form to an integral form.

x̂lim(t)

= lim
k→∞

x̂(Tnk) +

m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)

= lim
k→∞

x̂(Tnk) +

∫ t

0
hrnk (x̂lim(s))ds. (by Lemma 19) (38)

This, together with a few Gronwall’s inequality arguments, confirms that the discretization
error indeed diminishes along {nk}.

Lemma 20 ∀t ∈ [0, T ),

lim
k→∞

‖fnk(t)‖ = 0.

Its proof is in Appendix B.6.

4.5 Identifying Contradiction and Completing Proof

Having made sure that the error of the discretization x̂(Tn + t) of zn(t) diminishes along
{nk}, we now study the behavior x̂(Tnk + t) through znk(t) and identify a contradiction.
The underlying idea is identical to Borkar (2009). However, the execution is different so we
cannot use the arguments from Borkar (2009) directly. Namely, to use the arguments in
Chapter 3 of Borkar (2009) directly, we have to prove that the discretization error diminishes
along the entire sequence. This is impossible for us because the Arzela-Ascoli theorem only
guarantees convergence along the subsequence {nk}. Nevertheless, after carefully choosing the
subsequence in Lemma 16, we are still able to execute the contradiction idea as documented
below.

Lemma 21 Suppose lim supn rn =∞. Then there exists a k0 such that

rnk0
+1 ≤ rnk0

.

Its proof is in Appendix B.7. This lemma constructs a contradiction to (32). This means the
proposition lim supn rn =∞ is impossible. This completes the proof of

sup
n
rn <∞. (39)
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By decomposition,

sup
n
‖xn‖

= sup
n

sup
i∈{i|m(Tn)≤m(Tn)+i<m(Tn+1)}

∥∥xm(Tn)+i

∥∥− ∥∥xm(Tn)

∥∥+
∥∥xm(Tn)

∥∥
≤sup

n
sup

i∈{i|m(Tn)≤m(Tn)+i<m(Tn+1)}

∥∥xm(Tn)+i

∥∥− ∥∥xm(Tn)

∥∥+ sup
n
rn. (by (30)) (40)

We show the first term above is also bounded.

Lemma 22

sup
n

sup
i∈{i|m(Tn)≤m(Tn)+i<m(Tn+1)}

∥∥xm(Tn)+i

∥∥− ∥∥xm(Tn)

∥∥ <∞.
Its proof is in Appendix B.8. Thus, (39), (40) and Lemma 22 conclude Theorem 7.

5. Applications in Reinforcement Learning

In this section, we discuss broad applications of Corollary 8 in RL. In particular, we both
demonstrate state-of-the-art analysis in Section 5.3 and greatly simplify existing analysis in
Section 5.4. We first introduce notations and lay out the background of RL.

All vectors are column vectors. For a vector d ∈ RN with strictly positive entries, we

use ‖x‖d to denote the d-weighted `2 norm, i.e., ‖x‖d
.
=
√∑N

i=1 dix
2
i . We also abuse ‖·‖d to

denote the corresponding induced matrix norm. We use ‖·‖ to denote a general norm that
respects sub-multiplicity. We use vectors and functions interchangeably when it does not
confuse. For example, for some g : S → R, we also interpret g as a vector in R|S|. We use
ΠΦ,d to denote a projection operator that projects a vector to the column space of a matrix
Φ, assuming Φ has a full column rank. In other words,

ΠΦ,dv = Φ arg min
θ
‖Φθ − v‖2d.

When it is clear from the context, we write ΠΦ,d as Πd for simplifying presentation.
We consider an MDP with a finite state space17 S, a finite action space A, a reward

function r : S ×A → R, a transition function p : S × S ×A → [0, 1], an initial distribution
p0 : S → [0, 1], and a discount factor γ ∈ [0, 1). At time step 0, an initial state S0 is sampled
from p0. At time t, given the state St, the agent samples an action At ∼ π(·|St), where
π : A× S → [0, 1] is the policy being followed by the agent. A reward Rt+1

.
= r(St, At) is

then emitted and the agent proceeds to a successor state St+1 ∼ p(·|St, At). The return at
time t is defined as Gt

.
=
∑∞

i=1 γ
i−1Rt+i, using which we define the state-value function vπ(s)

and action-value function qπ(s) as

vπ(s)
.
=Eπ,p [Gt|St = s] ,

qπ(s, a)
.
=Eπ,p [Gt|St = s,At = a] .

17It is worth mentioning that even if the MDP problem itself is finite, the Markov chains used to analyze
many RL algorithms still evolve in an uncountable and unbounded space. This will be seen shortly.
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The value function vπ is the unique fixed point of the Bellman operator

Tπv
.
= rπ + γPπv,

where rπ ∈ R|S| is the reward vector induced by the policy π, i.e., rπ(s)
.
=
∑

a π(a|s)r(s, a),
and Pπ ∈ R|S|×|S| is the transition matrix induced by the policy π, i.e., Pπ(s, s′)

.
=

π(a|s)p(s′|s, a). With a λ ∈ [0, 1], we can rewrite vπ = Tπvπ using the identity vπ =
(1− λ)vπ + λTπvπ as

vπ =rπ + γPπ((1− λ)vπ + λTπvπ)

=rπ + γ(1− λ)Pπvπ + γλPπ(rπ + γPπvπ)

=rπ + γλPπrπ + γ(1− λ)Pπvπ + γ2λP 2
π ((1− λ)vπ + λTπvπ)

= . . .

=
∞∑
i=0

(γλPπ)irπ + (1− λ)
∞∑
i=1

λi−1γiP iπvπ,

=(I − γλPπ)−1rπ + (1− λ)γ(I − γλPπ)−1Pπvπ.

This suggests that we define a λ-Bellman operator as

Tπ,λv
.
= rπ,λ + γPπ,λv,

where rπ,λ
.
= (I − γλPπ)−1rπ, Pπ,λ

.
= (1 − λ)(I − γλPπ)−1Pπ. It is then easy to see that

when λ = 0, Tπ,λ reduces to Tπ. When λ = 1, Tπ,λ reduces to a constant function that
always output (I − γPπ)−1rπ. It is proved that Tπ,λ is a γ(1−λ)

1−γλ -contraction w.r.t. ‖·‖dπ (see,
e.g., Lemma 6.6 of (Bertsekas and Tsitsiklis, 1996)), where we use dπ ∈ R|S| to denote the
stationary distribution of the Markov chain induced by π. Obviously, vπ is the unique fixed
point of Tπ,λ.

One fundamental task in RL is prediction, i.e., to estimate vπ, for which temporal
difference (TD, Sutton (1988)) learning is the most powerful method. In particular, Sutton
(1988) considers a linear architecture. Let φ : S → RK be the feature function that maps a
state to a K-dimensional feature. Linear TD(λ) (Sutton, 1988) aims to find a θ ∈ RK such
that φ(s)>θ is close to vπ(s) for every s ∈ S. To this end, linear TD(λ) updates θ recursively
as

et =λγet−1 + φt, (41)

θt+1 =θt + αt

(
Rt+1 + γφ>t+1θt − φ>t θt

)
et,

where we have used φt
.
= φ(St) as shorthand and et ∈ RK is the eligiblity trace with an

arbitrary initial e−1. We use Φ ∈ R|S|×K to denote the feature matrix, each row of which is
φ(s)>. It is proved (Tsitsiklis and Roy, 1996) that, under some conditions, {θt} converges to
the unique zero of Jon(θ)

.
= ‖ΠdπTπ,λΦθ − Φθ‖2dπ . This Jon(θ) is referred to as the on-policy

mean squared projected Bellman error (MSPBE).
In many scenarios, due to the concerns of data efficiency (Lin, 1992; Sutton et al., 2011)

or safety (Dulac-Arnold et al., 2019), we would like to estimate vπ but select actions using a

18



Stochastic Approximation with Markovian Noise

different policy, called µ. This is off-policy learning, where π is called the target policy and
µ is called the behaivor policy. In the rest of this section, we always consider the off-policy
setting, i.e., the action At is sampled from µ(·|St). Correspondingly, off-policy linear TD(λ)
updates θ recursively as

et =λγρt−1et−1 + φt, (42)

θt+1 =θt + αtρt

(
Rt+1 + γφ>t+1θt − φ>t θt

)
et,

where ρt
.
= ρ(St, At)

.
= π(At|St)

µ(At|St) is the importance sampling ratio to account for the discrepancy
in action selection between π and µ. Obviously, if π = µ, then (42) reduces to (41). Let
dµ ∈ R|S| be the stationary distribution of the Markov chain induced by µ. If {θt} in (42)
converged, it would converge to the unique zero of

Joff(θ)
.
=
∥∥ΠdµTπ,λΦθ − Φθ

∥∥2

dµ
,

which is the off-policy MSPBE.

5.1 Eligibility Trace

The eligibility trace is one of the most fundamental ingredients in RL and is deeply rooted
in RL since the very beginning of RL (Klopf, 1972; Sutton, 1978; Barto and Sutton, 1981a,b;
Barto et al., 1983; Sutton, 1984). The eligibility trace in (41) is called the accumulating trace,
first introduced in Barto and Sutton (1981a). Later on, this trace is also used in control by
Rummery and Niranjan (1994). Its off-policy version in (42) is introduced by Precup et al.
(2000, 2001) and further developed by Bertsekas and Yu (2009); Yu (2012). Other forms
of traces include the Dutch trace introduced by Seijen and Sutton (2014) and the followon
trace introduced by Sutton et al. (2016). In short, traces are usually used to accelerate
credit assignment, which is a fundamental challenge in RL. Intuitively, traces are able to
achieve this goal because they function as memory of the past. Empirically, RL algorithms
with traces usually outperform those without traces (Sutton and Barto, 2018). Traces are
also important in establishing the equivalence between backward and forward views of RL
algorithms (Sutton et al., 2014).

Despite the superiority of traces in multiple aspects, they usually complicate the analysis
of RL algorithms. Without any trace, to analyze an RL algorithm it is usually sufficient
to consider the Markov chain {(St, At)}. Under a finite MDP assumption, this augmented
Markov chain is still finite. Once trace is introduced, we, however, must consider the Markov
chain {(St, At, et)}, see, e.g., Tsitsiklis and Roy (1996). This augmented Markov chain now
immediately evolves in an uncountable space S ×A× Rd. In the on-policy case (cf. (41)),
this is still managable. It is clear from (41) that et remains bounded almost surely. So the
augmented Markov chain evolves in a compact space. In the off-policy case (cf. (42)), the
trace et can easily be unbounded almost surely due to the importance sampling ratio ρt−1

(Yu, 2012). The augmented Markov chain then evolves in an unbounded and uncountable
space. Even worse, sometimes the second moment of et can also be unbounded (Yu, 2012),
further complicating the analysis. Despite that et is demonstrated to obey a form of the
strong law of large numbers (Yu, 2012), there does not exist a general tool to make use
of this in convergence analysis before this work. In other words, this work is the first to
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provide a general tool to analyze the stability (and thus convergence) of RL algorithms with
off-policy traces.

5.2 The Deadly Triad

Despite the aforementioned superiority of off-policy learning in safety and data efficiency,
it complicates RL algorithms in at least two aspects. The first is that it makes traces
extremely hard to analyze, as demonstrated in the section above. Second, it makes the
RL algorithm behaves poorly in expectation. In other words, even if there is no noise (cf.
replacing H(xn, Yn+1) with h(xn)), the RL algorithm can still behave poorly. A concrete
example is that, for a general λ, the iterates {θt} in (42) can possibly diverge to infinity,
as documented in Baird (1995); Tsitsiklis and Roy (1996); Sutton and Barto (2018). This
is the notorious deadly triad, which refers to the instability of an RL algorithm when it
combines bootstrapping, function approximation, and off-policy learning simultaneously
while maintaining a constant O(K) computational complexity each step.

The deadly triad has been one of the central challenges of RL in the past three decades
and numerous works have been done in this topic (Precup et al., 2000, 2001; Sutton et al.,
2008, 2009; Maei et al., 2009, 2010; Maei and Sutton, 2010; Maei, 2011; Sutton et al., 2011; Yu,
2012; Mahadevan et al., 2014; Liu et al., 2015; Yu, 2015; White and White, 2016; Mahmood
et al., 2017; Yu, 2017; Wang et al., 2017; Touati et al., 2018; Liu et al., 2018; Zhang et al.,
2020b; Nachum et al., 2019; Xu et al., 2019; Zhang et al., 2021a, 2020c; Ghiassian et al., 2020;
Wang and Zou, 2020; Zhang et al., 2020a; Guan et al., 2021; Zhang et al., 2021b; Zhang and
Whiteson, 2022; Qian and Zhang, 2025; Liu et al., 2025). We refer the reader to Chapter 11
of Sutton and Barto (2018) and Zhang (2022) for more detailed exposition.

Among all those works, gradient temporal difference learning (GTD, Sutton et al. (2008))
and emphatic temporal difference learning (ETD, Sutton et al. (2016)) are the two most
important solutions to the deadly triad in terms of policy evaluation. GTD and ETD are also
important building blocks for other algorithms. They can be used in convergent off-policy
actor-critic algorithms for control, see, e.g., Imani et al. (2018); Maei (2018); Zhang et al.
(2020b); Xu et al. (2021); Graves et al. (2023). They can also be used to learn value functions
w.r.t. some augmented reward function to construct behavior policies for efficient and
unbiased Monte Carlo policy evaluation, see, e.g., Liu and Zhang (2024); Liu et al. (2024b);
Chen et al. (2024); Liu et al. (2024a). But surprisingly, the convergence analysis of their
ultimate form with eligibility trace, i.e., GTD(λ) and ETD(λ), is still not fully settled down.
In the next, we shall analyze GTD(λ) and ETD(λ) in the sequel. Throughout the rest of
Section 5, we make the following assumptions.

Assumption 5.1 Both S and A are finite. The Markov chain {St} induced by the behavior
policy µ is irreducible. And µ(a|s) > 0 for all s, a.

We note again that in light of Section 5.1, even if the MDP itself is finite, the augmented
Markov chain used to analyze GTD(λ) and ETD(λ) still evolves in an unbounded and
uncountable space. The analysis is, therefore, very challenging. Assumption 5.1 is a standard
assumption in off-policy RL to ensure enough exploration, see, e.g., Precup et al. (2001);
Sutton et al. (2016). The condition µ(a|s) > 0 can be easily relaxed to π(a|s) > 0 =⇒
µ(a|s) > 0, at the price of complicating the presentation.
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Assumption 5.2 The learning rates {αt} have the form αt = B1
t+B2

.

Assumption 5.2 is also used in existing works, see, e.g., Yu (2012, 2015, 2017).

Assumption 5.3 The feature matrix Φ has a full column rank.

Assumption 5.3 is a standard assumption in RL with linear function approximation to ensure
the existence and uniqueness of the solution, see, e.g., Tsitsiklis and Roy (1996).

5.3 Gradient Temporal Difference Learning

The idea of GTD is to perform stochastic gradient descent on Joff(θ) directly and use a
weight duplication trick or Fenchel’s duality to address a double sampling issue in estimating
∇Joff(θ). We refer the reader to Sutton et al. (2009); Liu et al. (2015) for detailed derivation.
GTD has many different variants, see, e.g., Sutton et al. (2008, 2009); Maei (2011); Yu
(2017); Zhang et al. (2021a); Qian and Zhang (2025). In this paper, we present and analyze
the following arguably most representative one, referred to as GTD(λ) for simplicity.18

In particular, GTD(λ) employs an additional weight vector ν ∈ RK and update θ and ν
simultaneously in a recursive way as

et =λγρt−1et−1 + φt, (43)

δt =Rt+1 + γφ>t+1θt − φ>t θt,

νt+1 =νt + αt

(
ρtδtet − φtφ>t νt

)
,

θt+1 =θt + αtρt(φt − γφt+1)e>t νt.

This additional weight vector results from the weight duplication or Fenchel’s duality. To
analyze (43), we first express the update to ν and θ in a compact form as[

νt+1

θt+1

]
=

[
νt
θt

]
+ αt

([
−φtφ>t ρtet(γφt+1 − φt)>

−(γφt+1 − φt)ρte>t 0

][
νt
θt

]
+

[
ρtRt+1et

0

])
.

To further simplify it, we define an augmented Markov chain {Yt} as

Yt+1
.
= (St, At, St+1, et), t = 0, 1, . . . .

We also define shorthands

x
.
=

[
ν
θ

]
, xt

.
=

[
νt
θt

]
,

y
.
=(s, a, s′, e),

A(y)
.
=ρ(s, a)e(γφ(s′)− φ(s))>,

b(y)
.
=ρ(s, a)r(s, a)e,

C(y)
.
=φ(s)φ(s)>,

H(x, y)
.
=

[
−C(y) A(y)
−A(y)> 0

]
x+

[
b(y)

0

]
.

18This is the GTDa in Yu (2017) and is the GTD2 in Sutton et al. (2009) with eligibility trace.
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Then GTD(λ) can be expressed as

xt+1 = xt + αtH(xt, Yt+1),

which reduces to the form of (1). We now proceed to prove the almost sure convergence of
{xt} using Corollary 8. Apparently, {Yt} evolves in the state space

Y .
= S ×A× S × RK .

Despite that both S and A are finite, Y can still be unbounded and uncountable. It is shown
in Proposition 3.1 of Yu (2012) that as long as there is a cycle in {St}, et is unbounded
almost surely in arguably almost all natural problems. Nevertheless, Yu (2012) shows that
{Yt} has the following property.

Lemma 23 (Theorems 3.2 & 3.3 of Yu (2012)) Let Assumption 5.1 hold. Then

(i) {Yt} has a unique invariant probability measure, referred to as dY .

(ii) For any matrix/vector-valued function g(s, a, s′, e) on Y which is Lipschitz continuous
in e with a Lipschitz constant Lg, i.e.,∥∥g(s, a, s′, e)− g(s, a, s′, e′)

∥∥ ≤ Lg∥∥e− e′∥∥, ∀s, a, s′, e, e′,

the expectation Ey∼dY [g(y)] exists and is finite, and the (LLN) holds for the g function.

Yu (2012) also shows that

A
.
=Ey∼dY [A(y)] = Φ>Dµ(γPπ,λ − I)Φ,

b
.
=Ey∼dY [b(y)] = Φ>Dµrπ,λ,

C
.
=Ey∼dY [C(y)] = Φ>DµΦ,

where we use Dµ to denote the diagonal matrix whose diagonal entry is dµ.

Theorem 24 Let Assumptions 5.1 - 5.3 hold. Assume A is nonsingular. Then the iterates
{θt} generated by GTD(λ) (43) satisfy

lim
t→∞

θt = −A−1b a.s.

Its proof is in Appendix B.10. It can be shown easily that −A−1b is the unique zero of Joff(θ),
see, e.g., Sutton et al. (2009). Notably, Theorem 24 is the first almost sure convergence
analysis of GTD with eligibility trace without adding additional bias terms. Most existing
convergence analyses of GTD (see, e.g., Sutton et al. (2008, 2009); Maei (2011); Liu et al.
(2015); Wang et al. (2017); Qian and Zhang (2025)) do not have eligibility trace. To our
knowledge, the only previous analysis of GTD with eligibility trace is Yu (2017), which,
however, relies on additional projection operators or regularization to ensure the stability
and unavoidably introduces bias into the final limiting point. As a result, Yu (2017) cannot
establish the almost sure convergence of GTD(λ) to the unique zero of Joff(θ). Yu (2017)
also introduces extensions to λ. Instead of being a constant, it can be a state-dependent
function λ : S → [0, 1]. The almost sure convergence of GTD(λ) with a state-dependent λ
function follows similarly. We present the simplest constant λ case for clarity. Yu (2017) also
introduces history-dependent λ function, which we leave for future work.
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5.4 Emphatic Temporal Difference Learning

The idea of ETD is to reweight the off-policy linear TD update (42) by an additional factor.
Similar to GTD, ETD also has many different variants, see, e.g., Yu (2015); Sutton et al.
(2016); Hallak et al. (2016); Zhang et al. (2020b); Zhang and Whiteson (2022); Guan et al.
(2021). Variants of ETD have also been applied in deep RL, see, e.g., Jiang et al. (2021,
2022); Mathieu et al. (2023). In this section, we consider the original ETD(λ) in Yu (2015);
Sutton et al. (2016). ETD(λ) updates θ recursively in the following way

Ft =γρt−1Ft−1 + i(St), (44)
Mt =λi(St) + (1− λ)Ft,

et =λγρt−1et−1 +Mtφt,

θt+1 =θt + αtρt

(
Rt+1 + γφ>t+1θt − φ>t θt

)
et,

where i : S → (0,∞) is an arbitrary “interest” function (Sutton et al., 2016), specifying user’s
preference for different states, despite that in most applications, i(s) is a constant function
which is always 1. See Zhang et al. (2019) for an example where the interest function is
not trivially 1. Comparing the eligibility trace et in (44) with that in (42), one can find
that there is an additional scalar multiplier Mt proceeding φt. This Mt is called “emphasis”
(Sutton et al., 2016), which is the accumulation of Ft, called “followon trace” (Sutton et al.,
2016). We refer the reader to Sutton et al. (2016) for the intuition behind ETD. Nevertheless,
Yu (2015) proves that, under mild conditions, {θt} in (44) converges almost surely to the
unique zero of

Jemphatic(θ) = ‖ΠmTπ,λΦθ − Φθ‖2m,

where m .
= (I − γP>π,λ)−1Dµi. We remark that the zero of Jemphatic(θ) has better theoretical

guarantees than the zero of Joff(θ) in terms of the approximation error for vπ (Hallak et al.,
2016). ETD, however, usually suffers from a larger variance than GTD (Sutton and Barto,
2018).

To analyze ETD(λ), Yu (2015) considers the following augmented Markov chain

Yt+1 =(St, At, St+1, et, Ft).

Again, {Yt} behaves poorly in that (et, Ft) can be unbounded almost surely and its variance
can grow to infinity as time progresses. We refer the reader to Remark A.1 in Yu (2015) for
an in-depth discussion regarding this poor behavior. Nevertheless, Yu (2015) shows that
{Yt} has the following property.

Lemma 25 (Theorems 3.2 & 3.3 of Yu (2015)) Let Assumption 5.1 hold. Then

(i) {Yt} has a unique invariant probability measure, referred to as dY .

(ii) For any matrix / vector-valued function g(s, a, s′, e, f) on Y which is Lipschitz continu-
ous in (e, f) with a Lipschitz constant Lg, i.e.,∥∥g(s, a, s′, e, f)− g(s, a, s′, e′, f ′)

∥∥ ≤ Lg∥∥e− e′∥∥, ∀s, a, s′, e, e′, f, f ′,

the expectation Ey∼dY [g(y)] exists and is finite, and the (LLN) holds for the function g.
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We now discuss how Yu (2015) establishes the almost sure convergence of {θt}. First, we
define shorthands

y
.
=(s, a, s′, e, f),

A(y) =ρ(s, a)e(γφ(s′)− φ(s))>,

b(y) =ρ(s, a)r(s, a)e,

H(θ, y) =A(y)θ + b(y).

Then the ETD(λ) update can be expressed as

θt+1 = θt + αtH(θt, Yt+1).

Yu (2015) also shows that

A
.
=Ey∼dY [A(y)] = Φ>Dm(γPπ,λ − I)Φ,

b
.
=Ey∼dY [b(y)] = Φ>Dmrπ,λ,

and −A−1b is the unique zero of Jemphatic(θ). Despite that A is negative definite (see, e.g.,
Section 4 of Sutton et al. (2016)) and the corresponding ODE@∞ is, therefore, globally
asymptotically stable, Yu (2015) is not able to establish the stability of {θt} directly, simply
because the results in the stochastic approximation community are not ready yet. See
Section 3 for a comprehensive review. As a workaround, Yu (2015) analyzes a constrained
variant of ETD(λ) first:

θ′t+1 = Π
(
θ′t + αtH(θ′t, Yt+1)

)
,

where Π is a projection to a centered ball of properly chosen radius w.r.t. `2 norm. Yu
(2015) then proves that the difference between {θt} and {θ′t} diminishes almost surely and
therefore establishes the convergence of {θt} indirectly. To establish the convergence of {θ′t},
Yu (2015) invokes Theorem 1.1 in Chapter 6 of Kushner and Yin (2003). Now with our
Corollary 8, the same arguments Yu (2015) use to invoke Kushner and Yin (2003) can lead
to the convergence of {θt} directly. Our contribution is, therefore, a greatly simplified almost
sure convergence analysis of ETD(λ). In particular, we have

Theorem 26 Let Assumptions 5.1 - 5.3 hold. Then the iterates {θt} generated by ETD(λ) (44)
satisfy

lim
t→∞

θt = −A−1b a.s.

The proof of Theorem 26 is a verbatim repetition of the proof of Theorem 24 in Appendix
B.10 after noticing that A is negative definite and Lemma 25 and is thus omitted. Notably,
this proof does not involve the comparison between {θt} and {θ′t}.

We remark that the comparison technique between {θt} and {θ′t} used by Yu (2015)
heavily relies on the fact that A is negative definite (see Lemma 4.1 of Yu (2015)). But in

GTD(λ), the corresponding matrix is
[
−C A
−A> 0

]
, which is Hurwitz but not negative definite.

In fact, it is only negative semidefinite. As a result, the comparison technique in Yu (2015)
does not apply to GTD(λ).
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6. Conclusion

In this work, we develop a novel stability result of stochastic approximations, extending
the celebrated Borkar-Meyn theorem from the Martingale difference noise setting to the
Markovian noise setting. Our result is built on the diminishing asymptotic rate of change of
a few functions, which is implied by both a form of the strong law of larger numbers and
a form of the law of the iterated logarithm. We demonstrate the wide applicability of our
results in RL, generating state-of-the-art analysis for important RL algorithms in breaking
the notorious deadly triad. There are many possible directions for future work. One direction
is to characterize the behavior of the iterates in (1) in more aspects. For example, it is
possible to establish a (functional) central limit theorem following Borkar et al. (2021). It is
also possible to establish an almost sure convergence rate, a high probability concentration
bound, and an Lp convergence rate following Qian et al. (2024). Another direction is to
weaken the required assumptions further. In the context of RL, Assumption 5 is typically
obtained by assuming h is related to some contraction operator and the feature matrix Φ
has a full column rank. It is possible to weaken h to nonexpansive operators following Blaser
and Zhang (2024). It is also possible to allow Φ to have arbitrary ranks following Wang and
Zhang (2024).
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Appendix A. Mathematical Background

Theorem A.1 (Gronwall Inequality) (Lemma 6 in Section 11.2 in Borkar (2009)) For
a continuous function u(·) ≥ 0 and scalars C,K, T ≥ 0,

u(t) ≤ C +K

∫ t

0
u(s)ds ∀t ∈ [0, T ]

implies

u(t) ≤ CetK , ∀t ∈ [0, T ].

Theorem A.2 (Gronwall Inequality in the Reverse Time) For a continuous function
u(·) ≥ 0 and scalars C,K, T ≥ 0,

u(t) ≤ C +K

∫ 0

t
u(s)ds ∀t ∈ [−T, 0] (45)

implies

u(t) ≤ Ce−tK ,∀t ∈ [−T, 0].

Proof ∀s ∈ [0, T ], define

v(s)
.
= esKK

∫ 0

s
u(r)dr. (46)

Taking the derivative of v(s),

v′(s) = −esKKu(s) + esKK2

∫ 0

s
u(r)dr

= esKK

[
−u(s) +K

∫ 0

s
u(r)dr

]
(by (45))

≥ −CesKK.

Thus,

v(t) =v(0)−
∫ 0

t
v′(s)ds ≤ v(0) +

∫ 0

t
CesKKds = KC

∫ 0

t
esKds.

By (46),

K

∫ 0

t
u(s)ds = v(t)e−tK

≤ KC
∫ 0

t
esKdse−tK

≤ KC
∫ 0

t
e(s−t)Kds
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= KC[
1

k
e(0−t)K − 1

k
e(t−t)K ]

= −C + Ce−tK .

Thus,

u(t) ≤C +K

∫ 0

t
u(s)ds ≤ Ce−tK .

Theorem A.3 (Discrete Gronwall Inequality) (Lemma 8 in Section 11.2 in Borkar
(2009)) For non-negative sequences {xn, n ≥ 0} and {an, n ≥ 0} and scalars C,L ≥ 0,

xn+1 ≤ C + L

n∑
i=0

aixi ∀n

implies

xn+1 ≤ CeL
∑n
i=0 ai ∀n.

Theorem A.4 (The Arzela-Ascoli Theorem in the Extended Sense on [0, T )) Let
{t ∈ [0, T ) 7→ gn(t)} be equicontinuous in the extended sense. Then, there exists a subsequence
{gnk(t)} that converges to some continuous limit glim(t), uniformly in t on [0, T ).

The proof of the Arzela-Ascoli Theorem can be found in any standard analysis textbook,
see, e.g., Royden and Fitzpatrick (1968); Dunford and Schwartz (1988). The proof of the
Arzela-Ascoli Theorem in the extended sense is virtually the same. The difference is that in
the standard Arzela-Ascoli Theorem, one uses the compactness to find a finite subcover. But
in the extended one, [0, T ) is not compact. However, finding a finite cover for this specific
set [0, T ) is indeed trivial. We anyway still include the full proof below for completeness.
Proof Fix an arbitrary ε > 0, by Definition 14, ∃δ > 0 such that

lim sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

‖gn(t1)− gn(t2)‖ ≤ ε. (47)

This means by the definition of equicontinuity in the extended sense, when n is large enough,
for any 0 ≤ |t1 − t2| ≤ δ, the function values gn(t1) and gn(t2) are also close. To conveniently
utilize this property, we divide [0, T ) into a set of disjoint intervals and each interval has a
length δ such that the t in each interval is close. In particular, we define

N
.
= max {i | iδ < T, i ∈ Z},

Ii
.
= [iδ, (i+ 1)δ), i = 0, 1, . . . , N.

The set of intervals {Ii}Ni=0 covers the domain [0, T ),

[0, T ) ⊆
N⋃
i=0

Ii.
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We now show gn(t) is uniformly bounded uniformly on the set of dividing points {iδ}Ni=0. In
particular, we have for any i ∈ {0, 1, . . . , N},

lim sup
n
‖gn(iδ)‖

≤ lim sup
n
‖gn(iδ)− gn((i− 1)δ)‖

+ lim sup
n
‖gn((i− 1)δ)− gn((i− 2)δ)‖

+ . . .

+ lim sup
n
‖gn(δ)− gn(0)‖

+ lim sup
n
‖gn(0)‖

≤(N + 1)ε+ lim sup
n
‖gn(0)‖ (by (47))

≤(N + 1)ε+ sup
n
‖gn(0)‖

<∞. (supn ‖gn(0)‖ <∞ in Definition 14)

This implies

sup
i∈{0,1,...,N},n≥0

‖gn(iδ)‖ <∞.

By the Bolzano-Weierstrass theorem, there exists a subsequence of functions
{
gn0,k

}
in

{gn} such that
{
gn0,k

(0 · δ)
}
converges. Repeating the same argument for the sequence of

points
{
gn0,k

(1 · δ)
}
, there exists a subsequence

{
gn1,k

}
of
{
gn0,k

}
such that

{
gn1,k

(1 · δ)
}

converges. Repeating this process, because N is finite, there exists a subsequence {gnk}
that converges at all dividing points t ∈ {iδ}Ni=0. Due to the finiteness of N , ∃k0, such that
∀i ∈ {0, 1, . . . , N}, ∀k1 ≥ k0,∀k2 ≥ k0, we have∥∥∥gnk1

(iδ)− gnk2
(iδ)

∥∥∥ ≤ ε. (48)

By (47), ∃k1 such that ∀k ≥ k1,

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

‖gnk(t1)− gnk(t2)‖ ≤ 2ε. (49)

Thus, ∀t ∈ [0, T ), ∀k ≥ max {k0, k1},∀k′ ≥ max {k0, k1},∥∥gnk(t)− gnk′ (t)
∥∥

≤‖gnk(t)− gnk(bt/δc · δ)‖+
∥∥gnk(bt/δc · δ)− gnk′ (bt/δc · δ)

∥∥
+
∥∥gnk′ (bt/δc · δ)− gnk′ (t)∥∥

≤2ε+
∥∥gnk(bt/δc · δ)− gnk′ (bt/δc · δ)

∥∥+ 2ε (by (49))
≤2ε+ ε+ 2ε (by (48))
=5ε.
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This shows that the sequence {gnk} is uniformly Cauchy and therefore uniformly converges
to a continuous function.

Theorem A.5 (Moore-Osgood Theorem for Interchanging Limits) If limn→∞ an,m =
bm uniformly in m and limm→∞ an,m = cn for each large n, then both limm→∞ bm and
limn→∞ cn exists and are equal to the double limit, i.e.,

lim
m→∞

lim
n→∞

an,m = lim
n→∞

lim
m→∞

an,m = lim
n→∞
m→∞

an,m.

Appendix B. Technical Proofs

B.1 Proof of Lemma 10

Proof Let Assumptions 1, 2, 3, and 4 hold. Fix an arbitrary sample path {x0, {Yi}∞i=1}. Use
B to denote an arbitrary compact set of x.

lim
c→∞

sup
x∈B

sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i) [Hc(x, Yi+1)−H∞(x, Yi+1)]

∥∥∥∥∥∥
= lim
c→∞

sup
x∈B

sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)κ(c)b(x, Yi+1)

∥∥∥∥∥∥ (by (5))

= lim
c→∞

κ(c) sup
x∈B

sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x, Yi+1)

∥∥∥∥∥∥
=0 sup

x∈B
sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x, Yi+1)

∥∥∥∥∥∥ (50)

We now show that the function

x 7→ sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x, Yi+1)

∥∥∥∥∥∥ (51)

is Lipschitz continuous. ∀x, x′,∣∣∣∣∣∣sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x, Yi+1)

∥∥∥∥∥∥− sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x′, Yi+1)

∥∥∥∥∥∥
∣∣∣∣∣∣

≤ sup
n

sup
t∈[0,T ]

∣∣∣∣∣∣
∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x, Yi+1)

∥∥∥∥∥∥−
∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x′, Yi+1)

∥∥∥∥∥∥
∣∣∣∣∣∣

(by |supx f(x)− supx g(x)| ≤ supx |f(x)− g(x)|)
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≤ sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x, Yi+1)−
m(Tn+t)−1∑
i=m(Tn)

α(i)b(x′, Yi+1)

∥∥∥∥∥∥
≤ sup

n
sup
t∈[0,T ]

m(Tn+t)−1∑
i=m(Tn)

α(i)
∥∥b(x, Yi+1)− b(x′, Yi+1)

∥∥
≤ sup

n
sup
t∈[0,T ]

m(Tn+t)−1∑
i=m(Tn)

α(i)Lb(Yi+1)

∥∥x− x′∥∥ (by (6))

Additionally, let Assumption 6 or 6′ hold. By Lemma 9 and (93),

sup
n

sup
t∈[0,T ]

m(Tn+t)−1∑
i=m(Tn)

α(i)Lb(Yi+1)

 <∞

can be viewed as the Lipschitz constant. Thus, (51) is a continuous function. Since B is
compact, the extreme value theorems asserts that the supremum of (51) in B is attainable at
some xB and is finite. This means the RHS of (50) is 0,

lim
c→∞

sup
x∈B

sup
n

sup
t∈[0,T ]

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i) [Hc(x, Yi+1)−H∞(x, Yi+1)]

∥∥∥∥∥∥ = 0.

B.2 Proof of Lemma 15

Proof By (24),

sup
n
‖x̂(Tn + 0)‖ ≤ 1.

∀ξ > 0, by (88), ∃δ0, such that ∀0 < δ ≤ δ0,

sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥ ≤ ξ. (52)

By (92), ∃δ1, such that ∀0 < δ ≤ δ1,

lim sup
n

sup
0≤t2−t1≤δ

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1) ≤ ξ. (53)

Without loss of generality, let t1 ≤ t2. Then∀δ ≤ min {δ0, δ1}, we have

lim sup
n

sup
0≤t2−t1≤δ

‖x̂(Tn + t1)− x̂(Tn + t2)‖
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= lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(x̂(t(i)), Yi+1)

∥∥∥∥∥∥
≤ lim sup

n
sup

0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(x̂(t(i)), Yi+1)

∥∥∥∥∥∥−
∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
+ lim sup

n
sup

0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
≤ lim sup

n
sup

0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(x̂(t(i)), Yi+1)

∥∥∥∥∥∥−
∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
+ sup

c≥1
lim sup

n
sup

0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥
≤ lim sup

n
sup

0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(x̂(t(i)), Yi+1)

∥∥∥∥∥∥−
∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
+ ξ (by (52))

≤ lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(x̂(t(i)), Yi+1)−
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
+ ξ

≤ lim sup
n

sup
0≤t2−t1≤δ

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)‖Hrn(x̂(t(i)), Yi+1)−Hrn(0, Yi+1)‖+ ξ

≤ lim sup
n

sup
0≤t2−t1≤δ

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1)‖x̂(t(i))‖+ ξ

≤Cx̂ lim sup
n

sup
0≤t2−t1≤δ

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1) + ξ (by Lemma 40)

≤Cx̂ξ + ξ, (by (53))

which implies that {x̂(Tn + t)} is equicontinuous in the extended sense.
For {zn(t)}, by (24) and (26), we have

sup
n
‖zn(0)‖ ≤ 1.

Without loss of generality, let t1 ≤ t2. Then ∀δ > 0, we have

sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

‖zn(t1)− zn(t2)‖

= sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

∥∥∥∥∫ t2

t1

hrn(zn(s))ds

∥∥∥∥
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= sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

∥∥∥∥∫ t2

t1

[hrn(zn(s))− hrn(0)] ds+

∫ t2

t1

hrn(0)ds

∥∥∥∥
≤ sup

n
sup

0≤|t1−t2|≤δ, 0≤t1≤t2<T

∫ t2

t1

‖hrn(zn(s))− hrn(0)‖ds+ sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

∫ t2

t1

‖hrn(0)‖ds

≤ sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

∫ t2

t1

L‖zn(s)‖ds+ sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

∫ t2

t1

‖hrn(0)‖ds

(by Lemma 36)

≤δLCx̂ + sup
n

sup
0≤|t1−t2|≤δ, 0≤t1≤t2<T

∫ t2

t1

‖hrn(0)‖ds (by Lemma 41)

≤δ(LCx̂ + CH), (by (95))

which implies that {zn(t)} is equicontinuous.
For {fn(t)}, we have

sup
n
fn(0) = sup

n
x̂(Tn)− zn(0) = sup

n
x̂(Tn)− x̂(Tn) = 0 <∞.

Because {x̂(Tn + t)} and {zn(t)} are equicontinuous, ∀ε > 0, ∃δ such that

lim sup
n

sup
0≤t2−t1≤δ

‖x̂(Tn + t1)− x̂(Tn + t2)‖ ≤ ε

2
,

sup
n

sup
0≤t2−t1≤δ

‖zn(t1)− zn(t2)‖ ≤ ε

2
.

Without loss of generality let t1 ≤ t2. Then ∀ε, ∃δ such that

lim sup
n

sup
0≤t2−t1≤δ

‖fn(t1)− fn(t2)‖

= lim sup
n

sup
0≤t2−t1≤δ

‖x̂(Tn + t1)− x̂(Tn + t2)− (zn(t1)− zn(t2))‖

≤ lim sup
n

sup
0≤t2−t1≤δ

‖x̂(Tn + t1)− x̂(Tn + t2)‖+ lim sup
n

sup
0≤t2−t1≤δ

‖zn(t1)− zn(t2)‖

≤ lim sup
n

sup
0≤t2−t1≤δ

‖x̂(Tn + t1)− x̂(Tn + t2)‖+ sup
n

sup
0≤t2−t1≤δ

‖zn(t1)− zn(t2)‖

≤ε,

which implies that {fn} is equicontinuous in the extended sense.

B.3 Proof of Lemma 16

Proof We can construct a subsequence
{
rn1,k

}
that diverges to infinity and satisfies ∀k,

∀n < n1,k,

rn < rn1,k
. (54)
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For example, we can define

n1,0
.
= 1

n1,k
.
= min

{
n | n > n1,k−1, rn > rn1,k−1

+ 1
}
. (55)

Because lim supn rn =∞, we know ∀k > 0,
{
n | n > n1,k−1, rn > rn1,k−1

+ 1
}
6= ∅. Because

∀k > 0, rn1,k
− rn1,k−1

> 1,

lim
k→∞

rn1,k
=∞. (56)

Because (55) defines n1,k to be the first index that is large enough after n1,k−1, (54) holds.
Otherwise n1,k would not be the first. Define a sequence {n2,k} as

n2,k
.
= n1,k − 1 ∀k. (57)

We make two observations. First, n2,k and n1,k are neighbors so rn2,k
and rn1,k

correspond
to x̄(Tn) and x̄(Tn+1) for some n. Second, by Lemma 42, the increment of x̄(t) in [Tn, Tn+1)
is bounded in the following sense ∀n,

‖x̄(Tn+1)‖ ≤ (‖x̄(Tn)‖CH + CH) eCH + ‖x̄(Tn)‖

where CH is a positive constant. This means that if rn2,k
is not large enough, rn1,k

will not
be large enough either. We can then prove by contradiction in Lemma 43 that

lim sup
k
rn2,k

=∞.

Thus, using the similar method as (55), we can construct a subsequence {n3,k} from {n2,k}
such that

lim
k
rn3,k

=∞.

Moreover, since {n3,k + 1} is a subsequence of {n1,k}, (54) implies that

rn3,k
< rn3,k+1.

Since {fn} is equicontinuous in the extended sense,
{
fn3,k

}
k=0,1,...

is also equicontinuous
in the extended sense. By the Arzela-Ascoli Theorem (Theorem A.4), it has a uniformly
convergent subsequence, referred to as

{
fn4,k

}
. Because the sequence

{
x̂(Tn4,k

+ t)
}
is also

equicontinuous in the extended sense, it has a uniformly convergent subsequence {x̂(Tnk + t)}.
To summarize,

{nk} ⊆ {n4,k} ⊆ {n3,k} ⊆ {n2,k} ⊆ {n1,k − 1} ⊆ N. (58)

We construct {nk} in this way because it then inherits all uniform convergence properties.
Precisely speaking, by the Arzela-Ascoli theorem in Appendix A.4, we have the following
corollary.
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Corollary 27 There exist some continuous functions f lim(t) and x̂lim(t) such that ∀t ∈
[0, T ),

lim
k→∞

fnk(t) =f lim(t),

lim
k→∞

x̂(Tnk + t) =x̂lim(t).

Moreover, the convergence is uniform in t on [0, T ).

In terms of the three sequences of functions in (29), Corollary 27 has identified that two of
them converge along {nk}. Lemma 47 further confirms that zlim is the limit of {znk}. That
is ∀t ∈ [0, T ),

lim
k→∞

znk(t) = zlim(t).

Moreover, the convergence is uniform in t on [0, T ). By (58), we have

lim
k→∞

rnk =∞, (59)

lim
k→∞

rnk+1 =∞,

which completes the proof.

B.4 Proof of Lemma 17

Proof ∀j, ∀k, ∀t ∈ [0, T ),∣∣∣∣∣∣∣∣
∥∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥∥
−

∥∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)H∞(x̂(t(i)), Yi+1)−
∫ t

0
h∞(x̂lim(s))ds

∥∥∥∥∥∥∥
∣∣∣∣∣∣∣∣

≤

∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

−
m(Tnk+t)−1∑
i=m(Tnk )

α(i)H∞(x̂(t(i)), Yi+1) +

∫ t

0
h∞(x̂lim(s))ds

∥∥∥∥∥ (by |‖a‖ − ‖b‖| ≤ ‖a− b‖)

≤

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)(Hrnj
(x̂(t(i)), Yi+1)−H∞(x̂(t(i)), Yi+1))

∥∥∥∥∥∥+

∥∥∥∥∫ t

0
hrnj (x̂

lim(s))− h∞(x̂lim(s))ds

∥∥∥∥
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≤

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)(Hrnj
(x̂(t(i)), Yi+1)−H∞(x̂(t(i)), Yi+1))

∥∥∥∥∥∥+

∫ t

0

∥∥∥hrnj (x̂lim(s))− h∞(x̂lim(s))
∥∥∥ds

(60)

By Lemma 40, x̂(t(i)) is in a compact set Bx̂. By Lemma 10, for the compact set Bx̂, ∀ε > 0,
∃j1 such that ∀j ≥ j1, ∀k, ∀x ∈ B, ∀t ∈ [0, T ),∥∥∥∥∥∥

m(Tnk+t)−1∑
i=m(Tnk )

α(i)
[
Hrnj

(x, Yi+1)−H∞(x, Yi+1)
]∥∥∥∥∥∥ ≤ ε. (61)

Similar to the proof of Lemma 46, we have

lim
j→∞

hrnj (x̂(Tk + t)) = h∞(x̂(Tk + t)) (62)

uniformly in k and t ∈ [0, T ). By (62), ∀ε > 0, ∃j2 such that ∀j > j2, ∀k, ∀t ∈ [0, T ),∥∥∥hrnj (x̂(Tk + t))− h∞(x̂(Tk + t))
∥∥∥ ≤ ε. (63)

Define j0
.
= max {j1, j2}. ∀j ≥ j0, ∀k, ∀t ∈ [0, T ),∣∣∣∣∣∣∣∣
∥∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥∥
−

∥∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)H∞(x̂(t(i)), Yi+1)−
∫ t

0
h∞(x̂lim(s))ds

∥∥∥∥∥∥∥
∣∣∣∣∣∣∣∣

≤

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)(Hrnj
(x̂(t(i)), Yi+1)−H∞(x̂(t(i)), Yi+1))

∥∥∥∥∥∥+ Tε (by (60), (63))

≤ε+ Tε (by (60), (61))
≤(T + 1)ε.

This completes the proof of uniform convergence.

B.5 Proof of Lemma 19

Proof

lim
j→∞
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥
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= lim
j→∞

lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥
(by Lemma 17, 18, and Moore-Osgood Theorem for interchanging limits in Theorem A.5)

= lim
j→∞

0 (by Lemma 18)

=0. (64)

B.6 Proof of Lemma 20

Proof We now proceed to investigate the property of fnk(t). ∀t ∈ [0, T ),

lim
k→∞

‖fnk(t)‖

≤ lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnk
(x̂(t(i)), Yi+1)−

∫ t

0
hrnk (x̂lim(s))ds

∥∥∥∥∥∥
+ lim
k→∞

∥∥∥∥∫ t

0
hrnk (x̂lim(s))ds−

∫ t

0
hrnk (znk(s))ds

∥∥∥∥ (by (35))

= lim
k→∞

∥∥∥∥∫ t

0
hrnk (x̂lim(s))ds−

∫ t

0
hrnk (znk(s))ds

∥∥∥∥ (by (64))

=

∥∥∥∥∫ t

0
h∞(x̂lim(s))ds−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥. (by Lemma 49 and Lemma 50) (65)

We now show the relationship between x̂lim(t) and zlim(t).∥∥∥x̂lim(t)− zlim(t)
∥∥∥ (66)

=

∥∥∥∥ lim
k→∞

[
x̂(Tnk) +

∫ t

0
hrnk (x̂lim(s))ds

]
−
[
x̂lim(0) +

∫ t

0
h∞(zlim(s))ds

]∥∥∥∥
(by (34) and (38))

=

∥∥∥∥x̂lim(0) +

∫ t

0
h∞(x̂lim(s))ds−

[
x̂lim(0) +

∫ t

0
h∞(zlim(s))ds

]∥∥∥∥ (by Lemma 49)

=

∥∥∥∥∫ t

0
h∞(x̂lim(s))ds−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥ (67)

≤
∫ t

0
L
∥∥∥x̂lim(s)− zlim(s)

∥∥∥ds (by Lemma 36)

≤0. (by Gronwall inequality in Theorem A.1)

Thus, ∥∥∥∥ lim
k→∞

fnk(t)

∥∥∥∥
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≤
∥∥∥∥∫ t

0
h∞(x̂lim(s))ds−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥ (by (65))

=
∥∥∥x̂lim(t)− zlim(t)

∥∥∥ (by (67))

≤0. (by (66))

B.7 Proof of Lemma 21

Proof According to (25), to study {znk(t)}, it is instrumental to study the following ODE

dφc(t)

dt
= hc(φc(t))

for some c ≥ 1. Let φc,x(t) denote the unique solution of the ODE above with the initial
condition φc,x(0) = x. Intuitively, as c → ∞, the above ODE approaches the (ODE@∞).
Since any trajectory of (ODE@∞) will diminish to 0 (Assumption 5), φc,x(t) should also
diminish to some extent for sufficiently large c. Precisely speaking, we have the following
lemma.

Lemma 28 (Corollary 3.3 in Borkar (2009)) There exist c1 > 0 and τ > 0 such that for all
initial conditions x with ‖x‖ ≤ 1, we have

‖φc,x(t)‖ ≤ 1

4

for t ∈ [τ, τ + 1] and c ≥ c1.

Here the 1
4 is entirely arbitrary. Now we fix any c0 ≥ max {c1, 1} and set T = τ . Then

Lemma 28 confirms that znk(t) will diminish to some extent as t approaches T for sufficiently
large k, so does x̂(Tnk + t). We, however, recall that x̂(Tnk + t) and x̄(Tnk + t) are well defined
on [0, Tn+1 − Tn) and we restrict them to [0, T ) for applying the Arzela-Ascoli theorem.
Lemma 52 processes the excess part [T, Tn+1 − Tn), by showing that x̄(Tnk + t) cannot grow
too much in the excess part. By Lemma 52,

lim
k→∞

‖x̄(Tnk+1)‖ − limt→T− ‖x̄(Tnk + t)‖
‖x̄(Tnk)‖

= 0. (68)

We are now in the position to identify the contradiction. By (59), ∃k1 such that ∀k ≥ k1,

rnk+1 > (c0CH + CH) eCH + c0 > c0 > 1. (69)

By Lemma 20, ∃k2 such that ∀k ≥ k2,

lim
t→T−

‖fnk(t)‖ = lim
t→T−

‖x̂(Tnk + t)− znk(t)‖ ≤ 1

4
. (70)
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By (68), ∃k3 such that ∀k ≥ k3,

‖x̄(Tnk+1)‖ − limt→T− ‖x̄(Tnk + t)‖
‖x̄(Tnk)‖

≤ 1

4
. (71)

By (59), ∃k4 such that ∀k ≥ k4,

rnk > c0.

Define k0
.
= max {k1, k2, k3, k4}. Because rnk0

> c0, by Lemma 28 and (25), we have

lim
t→T−

∥∥∥znk0
(t)
∥∥∥ ≤ 1

4
. (72)

We have

lim
t→T−

∥∥∥x̂(Tnk0
+ t)

∥∥∥
≤ lim
t→T−

∥∥∥x̂(Tnk0
+ t)− znk0

(t)
∥∥∥+

∥∥∥znk0
(t)
∥∥∥

≤1

2
. (by (70) and (72)) (73)

This implies∥∥∥x̄(Tnk0
+1)
∥∥∥∥∥∥x̄(Tnk0

)
∥∥∥

=

∥∥∥x̄(Tnk0
+1)
∥∥∥− limt→T−

∥∥∥x̄(Tnk0
+ t)

∥∥∥∥∥∥x̄(Tnk0
)
∥∥∥ +

limt→T−
∥∥∥x̄(Tnk0

+ t)
∥∥∥∥∥∥x̄(Tnk0

)
∥∥∥

≤1

4
+

limt→T−
∥∥∥x̄(Tnk0

+ t)
∥∥∥∥∥∥x̄(Tnk0

)
∥∥∥ (by (71))

=
1

4
+

limt→T−
∥∥∥x̂(Tnk0

+ t)
∥∥∥∥∥∥x̂(Tnk0

)
∥∥∥ (by (22))

=
1

4
+ lim
t→T−

∥∥∥x̂(Tnk0
+ t)

∥∥∥ (
∥∥∥x̂(Tnk0

)
∥∥∥ = 1 because of rnk0

> c0 > 1 and (22))

≤3

4
. (by (73)) (74)

Now, we can derive the following inequality.

rnk0
+1 =

∥∥∥x̄(Tnk0
+1)
∥∥∥ (by (69))

≤ 3

4

∥∥∥x̄(Tnk0
)
∥∥∥ (by (74))
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≤
∥∥∥x̄(Tnk0

)
∥∥∥

≤ rnk0
, (by rnk0

> c0 > 1 and (23))

which completes the proof.

B.8 Proof of Lemma 22

Proof

sup
n

sup
i∈{i|m(Tn)≤m(Tn)+i<m(Tn+1)}

∥∥xm(Tn)+i

∥∥− ∥∥xm(Tn)

∥∥
≤ sup

n
sup

i∈{i|m(Tn)≤m(Tn)+i<m(Tn+1)}

∥∥xm(Tn)+i − xm(Tn)

∥∥
= sup

n
sup

i∈{i|m(Tn)≤m(Tn)+i<m(Tn+1)}
‖x̄(t(m(Tn) + i))− x̄(Tn)‖

= sup
n

sup
t∈[Tn,Tn+1)

‖x̄(Tn + t)− x̄(Tn)‖ (by (21))

≤ sup
n

sup
t∈[Tn,Tn+1)

[‖x̄(Tn)‖CH + CH ] eCH (by (99))

≤ sup
n

sup
t∈[Tn,Tn+1)

[rnCH + CH ] eCH (by (23))

= sup
n

[rnCH + CH ]eCH

<∞. (by (39))

B.9 Proof of Corollary 8

This proof follows the idea of the proof of Theorem 2.1 in Chapter 5 of Kushner and Yin
(2003).
Proof Let Assumptions 1 - 5 hold. Let Assumption 6 or 6′ hold. To prove convergence
results on t ∈ (−∞,∞) in Corollary 8, we fix an arbitrary sample path {x0, {Yi}∞i=1}. The
stability results from Theorem 7 hold. To prove properties on t ∈ (−∞,∞), we first fix an
arbitrary τ > 0 and show properties on ∀t ∈ [−τ, τ ].

Definition 29 ∀n ∈ N, define z̄n(t) as the solution to the ODE (13) in (−∞,∞) with an
initial condition

z̄n(0) = x̄(t(n)).

Apparently, z̄n(t) can also be written as

z̄n(t) = x̄(t(n)) +

∫ t

0
h(z̄n(s))ds, ∀t ∈ (−∞,∞). (75)
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The major difference between the {z̄n(t)} here and the {zn(t)} in (25) is that all {z̄n(t)}
here are solutions to one same ODE (13), just with different initial conditions, but {zn(t)} is
for different ODEs with different initial conditions and rescale factors rn and is written as

zn(t) = x̂(Tn) +

∫ t

0
hrn(zn(s))ds. (Restatement of (27))

Ideally, we would like to see that the error of Euler’s discretization diminishes asymptotically.
With (18) and (21), ∀τ > 0, ∀t ∈ [−τ, τ ],

x̄(t(n) + t) = xm(t(n)+t) =

{
x̄(t(n)) +

∑m(t(n)+t)−1
i=n α(i)H(x̄(t(i)), Yi+1) if t ≥ 0

x̄(t(n))−
∑n−1

i=m(t(n)+t) α(i)H(x̄(t(i)), Yi+1) if t < 0.
(76)

Notably, the property (18) that ∀t < 0,m(t) = 0 in (76) ensures x̄(t(n) + t) is well-defined
when t(n) + t < 0. Precisely speaking, ∀τ > 0, ∀t ∈ [−τ, τ ], the discretization error is defined
as

f̄n(t)
.
= x̄(t(n) + t)− z̄n(t). (77)

and we would like f̄n(t) diminishes to 0 as n→∞ in certain sense. To this end, we study
the following three sequences of functions

{x̄(t(n) + t)}∞n=0, {z̄n(t)}∞n=0,
{
f̄n(t)

}∞
n=0

.

Equicontinuity in the extended sense on domain (−∞,∞) is defined as following (Section
4.2.1 in Kushner and Yin (2003)).

Definition 30 A sequence of functions
{
gn : (−∞,∞)→ RK

}
is equicontinuous in the

extended sense on (−∞,∞) if supn ‖gn(0)‖ <∞ and ∀τ > 0, ∀ε > 0, ∃δ > 0 such that

lim sup
n

sup
0≤|t1−t2|≤δ,|t1|≤τ,|t2|≤τ

‖gn(t1)− gn(t2)‖ ≤ ε.

We show {x̄(t(n) + t)}, {z̄n(t)} and
{
f̄n(t)

}
are all equicontinuous in the extended sense.

Lemma 31 The three sequences of functions {x̄(t(n) + t)}∞n=0, {z̄n(t)}∞n=0, and
{
f̄n(t)

}∞
n=0

are all equicontinuous in the extended sense on t ∈ (−∞,∞).

To prove those lemmas, we need the Gronwall inequality in the reverse time in Appendix
A.2. Compared to lemmas in the main text which have domain t ∈ [0, T ), lemmas in this
section have similar proofs because we first fix an arbitrary τ and prove properties on the
domain t ∈ [−τ, τ ]. We omit proofs for Lemma 31 because they are ditto to proofs of Lemma
15. Similar to Lemma 16, we now construct a particular subsequence of interest.

Lemma 32 There exists a subsequence {nk}∞k=0 ⊆ {0, 1, 2, . . . } and some continuous func-
tions f̄ lim(t) and x̄lim(t) such that ∀τ , ∀t ∈ [−τ, τ ],

lim
k→∞

f̄nk(t) =f̄ lim(t),
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lim
k→∞

x̄(Tnk + t) =x̄lim(t),

where both convergences are uniform in t on [−τ, τ ]. Furthermore, let z̄lim(t) denote the
unique solution to the ODE (13) with the initial condition

z̄lim(0) = x̄lim(0),

in other words,

z̄lim(t) = x̄lim(0) +

∫ t

0
h(z̄lim(s))ds.

Then ∀τ , ∀t ∈ [−τ, τ ], we have

lim
k→∞

z̄nk(t) = z̄lim(t),

where the convergence is uniform in t on [−τ, τ ].

Its proof is ditto to the proof of Lemma 16 and is omitted. We use the subsequence {nk}
intensively in the remaining proofs. Recall that f̄n(t) denotes the discretization error between
x̄(t(n) + t) and z̄n(t). We now proceed to prove that this discretization error diminishes
along {nk}. In particular, we aim to prove that ∀τ , ∀t ∈ [−τ, τ ],

lim
k→∞

∥∥f̄nk(t)
∥∥ =

∥∥∥f̄ lim(t)
∥∥∥ = 0.

This means x̄(t(nk) + t) is close to z̄nk(t) as k →∞. For t ∈ (0, τ ], the proof for this part
is the same as the proof we have done in Section 4.4. Thus, we only discuss the proof for
t ∈ [−τ, 0]. ∀τ , ∀t ∈ [−τ, 0],

lim
k→∞

∥∥f̄nk(t)
∥∥

= lim
k→∞

∥∥∥∥∥∥x̄(t(nk))−
nk−1∑

i=m(t(nk)+t)

α(i)H(x̄(t(i)), Yi+1)− z̄nk(t)

∥∥∥∥∥∥ (by (76) and (77))

= lim
k→∞

∥∥∥∥∥∥−
nk−1∑

i=m(t(nk)+t)

α(i)H(x̄(t(i)), Yi+1)−
∫ t

0
h(z̄nk(s))ds

∥∥∥∥∥∥ (by (75))

≤ lim
k→∞

∥∥∥∥∥∥−
nk−1∑

i=m(t(nk)+t)

α(i)H(x̄(t(i)), Yi+1)−
∫ t

0
h(x̄lim(s))ds

∥∥∥∥∥∥
+ lim
k→∞

∥∥∥∥∫ t

0
h(x̄lim(s))ds−

∫ t

0
h(z̄nk(s))ds

∥∥∥∥. (78)

We now prove that the first term in the RHS of (78) is 0.
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Lemma 33 ∀τ , ∀t ∈ [−τ, 0],

lim
k→∞

∥∥∥∥∥∥−
nk−1∑

i=m(t(nk)+t)

α(i)H(x̄(t(i)), Yi+1)−
∫ t

0
h(x̄lim(s))ds

∥∥∥∥∥∥ = 0.

Its proof is ditto to the proof of Lemma 18 and is omitted. This convergence is also simpler
than (36) because here we have only a single (H,h). But in (36), we have a sequence
{(Hnk , hnk)}, for which we have to split it to a double limit (37) and then invoke the
Moore-Osgood theorem to reduce it to the single (H,h) case.

Lemma 33 confirms that the first term in the RHS of (78) is 0. Moreover, it also enables
us to rewrite x̄lim(t) from a summation form to an integral form. ∀τ , ∀t ∈ [−τ, 0]

x̄lim(t)

= lim
k→∞

x̄(t(nk))−
nk−1∑

i=m(t(nk)+t)

α(i)H(x̄(t(i)), Yi+1)

= lim
k→∞

x̄(t(nk)) +

∫ t

0
h(x̄lim(s))ds. (by Lemma 33)

Thus, we can show the following diminishing discretization error.

Lemma 34 ∀τ , ∀t ∈ [−τ, τ ],

lim
k→∞

∥∥f̄nk(t)
∥∥ = 0.

Moreover, the convergence is uniform in t on [−τ, τ ].

Its proof is ditto to the proof of Lemma 20 and is omitted. This immediately implies that
for any t ∈ (−∞,∞)

lim
k→∞

x̄(t(nk) + t) = z̄lim(t). (79)

Theorem 7 then yields that

sup
t∈(−∞,∞)

∥∥∥z̄lim(t)
∥∥∥ <∞.

Let X be the limit set of {xn}, i.e., X consists of all the limits of all the convergent
subsequences of {xn}. By Theorem 7, supn ‖xn‖ <∞, so X is bounded and nonempty. We
now prove X is an invariant set of the ODE (13). For any x ∈ X, there exists a subsequence
{xnk} such that

lim
k→∞

xnk = x.

Since {x̄(t(nk) + t)} is equicontinuous in the extended sense, following the way we arrive
at (79), we can construct a subsequence {n′k} ⊆ {nk} such that

lim
k→∞

x̄(t(n′k) + t) = zlim(t), (80)
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where zlim(t) is a solution to the ODE (13) and zlim(0) = x. The remaining is to show
that zlim(t) lies entirely in X. For any t ∈ (−∞,∞), by the piecewise constant nature
of x̄ in (76), the above limit (80) implies that there exists a subsequence of {xn} that
converges to zlim(t), indicating zlim(t) ∈ X by the definition of the limit set. We now have
proved ∀x ∈ X, there exists a solution zlim(t) to the ODE (13) such that zlim(0) = x and
∀t ∈ (−∞,∞), zlim(t) ∈ X. This means X is an invariant set, by definition. In particular,
X is a bounded invariant set.

We now prove that {xn} converges to X. Let {xnk} be any convergent subsequence of
{xn} with its limit denoted by x. We must have x ∈ X by the definition of the limit set. So
we have proved that all convergent subsequences of {xn} converge to a point in the bounded
invariant set X. If {xn} does not converge to X, there must exists a subsequence

{
xn′k

}
such that

{
xn′k

}
is always away from X by some small ε0 > 0, i.e., ∀k,

inf
x∈X

∥∥∥xn′k − x∥∥∥ ≥ ε0. (81)

But
{
xn′k

}
is bounded so it must have a convergent subsequence, which, by the definition of

the limit set, converges to some point in X. This contradicts (81). So we must have {xn}
converges toX, which is a bounded invariant set of the ODE (13). This completes the proof.

B.10 Proof of Theorem 24

Proof For simplicity, we define

A′
.
=

[
−C A
−A> 0

]
,

b′
.
=

[
b
0

]
.

We first invoke Corollary 8 to show that

lim
t→∞

xt = −A′−1b′ a.s.

Assumption 1 follows immediately from Lemma 23.
Assumption 2 follows immediately from Assumption 5.2.
For Assumption 3, define

H∞(x, y)
.
=

[
−C(y) A(y)
−A(y)> 0

]
x.

Then we have

Hc(x, y)−H∞(x, y) =
1

c

[
b(y)

0

]
.
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After noticing∥∥b((s, a, s′, e))− b((s, a, s′, e′))∥∥ = ρ(s, a)|r(s, a)|
∥∥e− e′∥∥, ∀s, a, s′, e, e′,

Assumption 3 follows immediately from Lemma 23.
For Assumption 4, it can be easily verified that both H(x, y) and H∞(x, y) are Lipschitz

continuous in x for each y with the Lipschitz constant being

L(y)
.
=

∥∥∥∥[ −C(y) A(y)
−A(y)> 0

]∥∥∥∥.
Since A(y), b(y), C(y) are Lipschitz continuous in e for each (s, a, s′), Lemma 23 implies that

h(x) =A′x+ b′,

h∞(x) =A′x,

L =
∥∥A′∥∥.

Assumption 4 then follows.
For Assumption 5, we have

‖hc(x)− h∞(x)‖ ≤ ‖b
′‖
c
,

the uniform convergence of hc to h∞ follows immediately. Proving that A′ is Hurwitz is
a standard exercise using the field of values of A′. We refer the reader to Section 5 of
Sutton et al. (2009) for details and omit the proof. This immediately implies the globally
asymptotically stability of the following two ODEs

dx(t)

dt
= A′x(t) + b′,

dx(t)

dt
= A′x(t).

The unique globally asymptotically equilibrium of the former is −A′−1b′. That of the latter
is 0. Assumption 5 then follows.

Assumption 6 follows immediately from Lemma 23 and Assumption 5.2.
Corollary 8 then implies that

lim
t→∞

xt = −A′−1b′ a.s.

Block matrix inversion immediately shows that the lower half of A′−1b′ is A−1b, yielding

lim
t→∞

θt = −A−1b a.s.,

which completes the proof.
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Appendix C. Auxiliary Lemmas

Lemma 35

∀n, Tn+1 − Tn ≥T,
lim
n→∞

Tn+1 − Tn =T.

Moreover, ∀τ > 0, t1, t2 such that −τ ≤ t1 ≤ t2 ≤ τ , we have

lim
n→∞

m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i) = t2 − t1. (82)

Proof ∀n,

Tn+1 − Tn
=t(m(Tn + T ) + 1)− Tn (by (17))
≥Tn + T − Tn (by (15))
≥T.

Thus,

lim
n→∞

Tn+1 − Tn ≥ T.

With

lim
n→∞

Tn+1 − Tn

= lim
n→∞

t(m(Tn + T ) + 1)− Tn

= lim
n→∞

t(m(Tn + T )) + α(m(Tn + T ))− Tn

≤ lim
n→∞

Tn + T + α(m(Tn + T ))− Tn (by (15))

=T,

by the squeeze theorem, we have limn→∞ Tn+1 − Tn = T .
To prove (82), ∀τ , ∀ − τ ≤ t1 ≤ t2 ≤ τ , it suffices to only consider large n such that

t(n)− τ ≥ 0. We have

lim
n→∞

m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i)

= lim
n→∞

t(m(t(n) + t2))− t(m(t(n) + t1))

≤ lim
n→∞

t(n) + t2 − t(m(t(n) + t1)) (by (15))

≤ lim
n→∞

t(n) + t2 − (t(n) + t1 − α(m(t(n) + t1))) (by (16))

=t2 − t1 + lim
n→∞

α(m(t(n) + t1))
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=t2 − t1 (by (3))

and

lim
n→∞

m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i)

= lim
n→∞

t(m(t(n) + t2))− t(m(t(n) + t1))

≥ lim
n→∞

t(n) + t2 − α(m(t(n) + t2))− t(m(t(n) + t1)) (by (16))

≥ lim
n→∞

t(n) + t2 − α(m(t(n) + t2))− (t(n) + t1) (by (15))

= lim
n→∞

t2 − t1 − α(m(t(n) + t2))

=t2 − t1. (by (3))

By the squeeze theorem, we have

lim
n

m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i) = t2 − t1.

Lemma 36 For any x, x′, c ≥ 1, including c =∞,∥∥Hc(x, y)−Hc(x
′, y)

∥∥ ≤ L(y)
∥∥x− x′∥∥, (83)∥∥hc(x)− hc(x′)

∥∥ ≤ L∥∥x− x′∥∥. (84)

Proof To prove (83), we first consider 1 ≤ c <∞,∥∥Hc(x, y)−Hc(x
′, y)

∥∥
=

∥∥∥∥H(cx, y)

c
− H(cx′, y)

c

∥∥∥∥ (by (4))

≤‖H(cx, y)−H(cx′, y)‖
c

≤L(y)
‖cx− cx′‖

c
(by (7))

=L(y)
∥∥x− x′∥∥.

By (8), ∥∥H∞(x, y)−H∞(x′, y)
∥∥ ≤ L(y)

∥∥x− x′∥∥.
To prove (84), ∀x, ∀x′, ∀c ≥ 1 including c =∞,∥∥hc(x)− hc(x′)

∥∥
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=
∥∥Ey∼dY [Hc(x, y)−Hc(x

′, y)
]∥∥

≤Ey∼dY
[∥∥Hc(x, y)−Hc(x

′, y)
∥∥]

≤Ey∼dY
[
L(y)

∥∥x− x′∥∥]
≤L
∥∥x− x′∥∥.

Lemma 37 ∀x,

sup
c≥1
‖hc(0)‖ <∞, (85)

sup
c≥1

lim sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i) [Hc(x, Yi+1)− hc(x)]

∥∥∥∥∥∥ = 0 a.s., (86)

sup
c≥1

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥ <∞ a.s., (87)

lim
δ→0+

sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥ = 0 a.s. (88)

Proof
Proof of (85):

sup
c≥1
‖hc(0)‖ = sup

c≥1

∥∥∥∥h(0)

c

∥∥∥∥ ≤ sup
c≥1
‖h(0)‖ = ‖h(0)‖ <∞.

Proof of (86): ∀x,

sup
c≥1

lim sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i) [Hc(x, Yi+1)− hc(x)]

∥∥∥∥∥∥
= sup

c≥1
lim sup

n
sup

0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)

[
H(cx, Yi+1)

c
− h(cx)

c

]∥∥∥∥∥∥
= sup

c≥1

1

c
lim sup

n
sup

0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i) [H(cx, Yi+1)− h(cx)]

∥∥∥∥∥∥
≤ sup

c≥1

1

c
lim sup

n
sup

0≤t1≤t2≤T+supj α(j)

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i) [H(cx, Yi+1)− h(cx)]

∥∥∥∥∥∥
(∀n, Tn+1 − Tn ≤ T + supj α(j))
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= sup
c≥1

1

c
· 0 (by Lemma 9)

=0. (89)

Proof of (87):

lim sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
= lim sup

n
sup

0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)[H(0, Yi+1)− h(0) + h(0)]

∥∥∥∥∥∥
≤ lim sup

n
sup

0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)[H(0, Yi+1)− h(0)]

∥∥∥∥∥∥
+ lim sup

n
sup

0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)h(0)

∥∥∥∥∥∥
≤ lim sup

n
sup

0≤t1≤t2≤T+supj α(j)

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)[H(0, Yi+1)− h(0)]

∥∥∥∥∥∥
+ lim sup

n
sup

0≤t1≤t2≤T+supj α(j)

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)h(0)

∥∥∥∥∥∥ (∀n, Tn+1 − Tn ≤ T + supj α(j))

= lim sup
n

sup
0≤t1≤t2≤T+supj α(j)

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)h(0)

∥∥∥∥∥∥ (by Lemma 9)

=‖h(0)‖ lim sup
n

sup
0≤t1≤t2≤T+supj α(j)

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)

=‖h(0)‖(T + sup
j
α(j)) (by Lemma 35)

<∞. (90)

We now consider c in the above bounds. We first get

sup
c≥1

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥
= sup

c≥1
sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)
H(0, Yi+1)

c

∥∥∥∥∥∥ (by (4))

= sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)H(0, Yi+1)

∥∥∥∥∥∥ (by c ≥ 1)
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<∞. (by (90))

Proof of (88):

lim
δ→0+

sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥
≤ lim
δ→0+

sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i) [Hc(0, Yi+1)− hc(0)]

∥∥∥∥∥∥
+ lim
δ→0+

sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)hc(0)

∥∥∥∥∥∥
≤0 + lim

δ→0+
sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)hc(0)

∥∥∥∥∥∥ (by (89))

≤0 + lim
δ→0+

sup
c≥1

lim sup
n

sup
0≤t2−t1≤δ

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)
h(0)

c

∥∥∥∥∥∥
≤0 + ‖h(0)‖ lim

δ→0+
sup
c≥1

1

c
lim sup

n
sup

0≤t2−t1≤δ

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)

≤‖h(0)‖ lim
δ→0+

sup
c≥1

1

c
δ (by (82))

=‖h(0)‖ lim
δ→0+

δ

=0.

Lemma 38

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1)

 <∞ a.s., (91)

lim
δ→0+

lim sup
n

sup
0≤t2−t1≤δ

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1)

 = 0 a.s., (92)

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Lb(Yi+1)

 <∞ a.s. (93)

Its proof is similar to the proof of Lemma 37 and is thus omitted.
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Lemma 39 Fix a sample path {x0, {Yi}∞i=1}, there exists a constant CH such that

LT ≤ CH , (94)

sup
c≥1
‖hc(0)‖ ≤ CH

T
, (95)

sup
c≥1

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥ ≤ CH , (96)

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1) ≤ CH . (97)

Moreover, for the presentation convenience, we denote

Cx̂
.
= [1 + CH ] eCH . (98)

Proof Fix a sample path {x0, {Yi}∞i=1},

LT <∞, (L and T are constants)
sup
c≥1
‖hc(0)‖T <∞, (by (85))

sup
c≥1

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥ <∞, (by (87))

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1) <∞. (by (91))

Thus, there exists a constant CH such that

LT ≤ CH

sup
c≥1
‖hc(0)‖ ≤ CH

T
,

sup
c≥1

sup
n

sup
0≤t1≤t2≤Tn+1−Tn

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)Hc(0, Yi+1)

∥∥∥∥∥∥ ≤ CH ,
sup
n

sup
0≤t1≤t2≤Tn+1−Tn

m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)L(Yi+1) ≤ CH .

Lemma 40 supn,t∈[0,T ) ‖x̂(Tn + t)‖ ≤ Cx̂.
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Proof ∀n ∈ N, t ∈ [0, T ),

‖x̂(Tn + t)‖

=

∥∥∥∥∥∥x̂(Tn) +

m(Tn+t)−1∑
i=m(Tn)

α(i)Hrn(x̂(t(i)), Yi+1)

∥∥∥∥∥∥
≤‖x̂(Tn)‖+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)Hrn(x̂(t(i)), Yi+1)

∥∥∥∥∥∥
=‖x̂(Tn)‖+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i) [Hrn(x̂(t(i)), Yi+1)−Hrn(0, Yi+1)] +

m(Tn+t)−1∑
i=m(Tn)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
≤‖x̂(Tn)‖+

m(Tn+t)−1∑
i=m(Tn)

α(i)‖Hrn(x̂(t(i)), Yi+1)−Hrn(0, Yi+1)‖+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
≤‖x̂(Tn)‖+

m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̂(t(i))‖+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)Hrn(0, Yi+1)

∥∥∥∥∥∥
≤‖x̂(Tn)‖+

m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̂(t(i))‖+ CH (by (96))

≤1 +

m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̂(t(i))‖+ CH (by (24))

≤ [1 + CH ] e
∑m(Tn+t)−1
i=m(Tn)

α(i)L(Yi+1)

(by x̂(Tn + t) = x̂(t(m(Tn + t))) and discrete Gronwall inequality in Theorem A.3)

≤ [1 + CH ] eCH (by (97))
=Cx̂. (by (98))

Lemma 41 supn,t∈[0,T ) ‖zn(t)‖ ≤ Cx̂.

Proof ∀n, t ∈ [0, T ),

‖zn(t)‖

=

∥∥∥∥zn(0) +

∫ t

0
hrn(zn(s))ds

∥∥∥∥
≤‖zn(0)‖+

∥∥∥∥∫ t

0
hrn(zn(s))ds

∥∥∥∥
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≤‖zn(0)‖+

∫ t

0
‖hrn(zn(s))− hrn(0)‖ds+

∫ t

0
‖hrn(0)‖ds

≤‖zn(0)‖+

∫ t

0
L‖zn(s)‖ds+

∫ t

0
‖hrn(0)‖ds (by Lemma 36)

≤‖zn(0)‖+

∫ t

0
L‖zn(s)‖ds+ T‖hrn(0)‖

≤‖zn(0)‖+

∫ t

0
L‖zn(s)‖ds+ T

CH
T

(by (95))

≤1 +

∫ t

0
L‖zn(s)‖ds+ CH (by (24), (26))

≤ [1 + CH ] eLT (by Gronwall inequality in Theorem A.1)

≤ [1 + CH ] eCH (by (94))
=Cx̂ (by (98))

Lemma 42 ∀n,

‖x̄(Tn+1)‖ ≤ (‖x̄(Tn)‖CH + CH) eCH + ‖x̄(Tn)‖

where CH is a positive constant defined in Lemma 39.

Proof We first show the difference between x̄(Tn+1) and x̄(Tn) by the following derivations.
∀n, ∀t ∈ [0, Tn+1 − Tn],

‖x̄(Tn + t)− x̄(Tn)‖
=‖x̄(t(m(Tn + t)))− x̄(Tn)‖

=

∥∥∥∥∥∥x̄(Tn) +

m(Tn+t)−1∑
i=m(Tn)

α(i)H(x̄(t(i)), Yi+1)− x̄(Tn)

∥∥∥∥∥∥
=

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(x̄(t(i)), Yi+1)

∥∥∥∥∥∥
≤
m(Tn+t)−1∑
i=m(Tn)

α(i)‖H(x̄(t(i)), Yi+1)−H(x̄(Tn), Yi+1)‖+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(x̄(Tn), Yi+1)

∥∥∥∥∥∥
≤
m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(t(i))− x̄(Tn)‖+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(x̄(Tn), Yi+1)

∥∥∥∥∥∥
≤
m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(t(i))− x̄(Tn)‖+

m(Tn+t)−1∑
i=m(Tn)

α(i)‖H(x̄(Tn), Yi+1)−H(0, Yi+1)‖
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+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
≤
m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(t(i))− x̄(Tn)‖+

m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(Tn)‖

+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(0, Yi+1)

∥∥∥∥∥∥ (by Assumption 4)

=

m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(t(i))− x̄(Tn)‖+ ‖x̄(Tn)‖
m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)

+

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
≤
m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(t(i))− x̄(Tn)‖+ ‖x̄(Tn)‖CH +

∥∥∥∥∥∥
m(Tn+t)−1∑
i=m(Tn)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
(by (97))

≤
m(Tn+t)−1∑
i=m(Tn)

α(i)L(Yi+1)‖x̄(t(i))− x̄(Tn)‖+ [‖x̄(Tn)‖CH + CH ] (by (96))

≤ [‖x̄(Tn)‖CH + CH ] e
∑m(Tn+t)−1
i=m(Tn)

α(i)L(Yi+1)

(by discrete Gronwall inequality in Theorem A.3)

≤[‖x̄(Tn)‖CH + CH ] eCH (by (97)) (99)

Lemma 43

lim sup
k
rn2,k

=∞.

Proof We use proof by contradiction. Suppose

lim sup
k
rn2,k

= Cr <∞

where Cr is a constant. ∀ε > 0, ∃k0 such that ∀k ≥ k0,

rn2,k
≤ Cr + ε.

By Lemma 42, ∀k ≥ k0,

rn1,k
= max

{∥∥x̄(Tn1,k
)
∥∥, 1} (by (23))
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= max
{∥∥x̄(Tn2,k+1)

∥∥, 1} (by (57))

≤
∥∥x̄(Tn2,k+1)

∥∥+ 1

≤
(∥∥x̄(Tn2,k

)
∥∥CH + CH

)
eCH +

∥∥x̄(Tn2,k
)
∥∥+ 1

≤
(
rn2,k

CH + CH
)
eCH + rn2,k

+ 1

≤ [(Cr + ε)CH + CH ] eCH + (Cr + ε) + 1

<∞.

This contradicts (56). Thus,

lim sup
k
rn2,k

=∞.

Lemma 44 supn,t∈[0,T ) ‖hrn(zn(t))‖ <∞.

Proof ∀n, ∀t ∈ [0, T ),

‖hrn(zn(t))‖
≤‖hrn(zn(t))− hrn(0)‖+ ‖hrn(0)‖
≤L‖zn(t)‖+ ‖hrn(0)‖ (by Lemma 36)
≤LCx̂ + ‖hrn(0)‖ (by Lemma 41)

≤LCx̂ +
CH
T
. (by (23) and (95))

Thus, because Cx̂, CH are independent of n, t, supn,t∈[0,T ) ‖hrn(zn(t))‖ <∞.

Lemma 45 supt∈[0,T )

∥∥zlim(t)
∥∥ ≤ Cx̂.

Proof ∀t ∈ [0, T ),∥∥∥zlim(t)
∥∥∥

=

∥∥∥∥zlim(0) +

∫ t

0
h∞(zlim(s))ds

∥∥∥∥
≤
∥∥∥zlim(0)

∥∥∥+

∥∥∥∥∫ t

0
h∞(zlim(s))ds

∥∥∥∥
=
∥∥∥zlim(0)

∥∥∥+

∥∥∥∥∫ t

0

[
h∞(zlim(s))− h∞(0)

]
ds+

∫ t

0
h∞(0)ds

∥∥∥∥
≤
∥∥∥zlim(0)

∥∥∥+

∫ t

0

∥∥∥h∞(zlim(s))− h∞(0)
∥∥∥ds+

∫ t

0
‖h∞(0)‖ds
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≤
∥∥∥zlim(0)

∥∥∥+

∫ t

0
L
∥∥∥zlim(s)

∥∥∥ds+

∫ t

0
‖h∞(0)‖ds (by Lemma 36)

≤1 +

∫ t

0
L
∥∥∥zlim(s)

∥∥∥ds+

∫ t

0
‖h∞(0)‖ds (by (24), (26))

≤1 +

∫ t

0
L
∥∥∥zlim(s)

∥∥∥ds+ T‖h∞(0)‖

≤1 +

∫ t

0
L
∥∥∥zlim(s)

∥∥∥ds+ CH (by Assumption 5 and (95))

≤ [1 + CH ] e
∫ t
0 Lds (by Gronwall inequality in Theorem A.1)

≤ [1 + CH ] eLT

≤Cx̂. (by (94), (98))

Lemma 46 limk→∞ hrnk (zlim(t)) = h∞(zlim(t)) uniformly in t ∈ [0, T ).

Proof By Assumption 5, limk→∞ hrnk (v) = h∞(v) uniformly in a compact set
{
v|v ∈ Rd, ‖v‖ ≤ Cx

}
.

By Lemma 45,
{
zlim(t)|t ∈ [0, T )

}
⊆
{
v|v ∈ Rd, ‖v‖ ≤ Cx

}
. Therefore, limk→∞ hrnk (zlim(t)) =

h∞(zlim(t)) uniformly in
{
zlim(t)|t ∈ [0, T )

}
and on t ∈ [0, T ).

Lemma 47 ∀t ∈ [0, T ), we have

lim
k→∞

znk(t) = zlim(t).

Moreover, the convergence is uniform in t on [0, T ).

Proof By (33), ∀δ > 0, there exists a k1 such that ∀k ≥ k1, ∀t ∈ [0, T ),∥∥∥x̂(Tnk + t)− x̂lim(t)
∥∥∥ ≤ δ. (100)

By Lemma 46, there exists a k2 such that ∀k ≥ k2, ∀t ∈ [0, T ),∥∥∥hrnk (zlim(t))− h∞(zlim(t))
∥∥∥ ≤ δ. (101)

∀k ≥ max {k1, k2}, ∀t ∈ [0, T )∥∥∥znk(t)− zlim(t)
∥∥∥

=

∥∥∥∥x̂(Tnk) +

∫ t

0
hrnk (znk(s))ds− x̂lim(0)−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥
≤
∥∥∥x̂(Tnk)− x̂lim(0)

∥∥∥+

∥∥∥∥∫ t

0
hrnk (znk(s))ds−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥
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≤δ +

∥∥∥∥∫ t

0
hrnk (znk(s))− h∞(zlim(s))ds

∥∥∥∥ (by (100))

≤δ +

∫ t

0

∥∥∥hrnk (znk(s))− hrnk (zlim(s))
∥∥∥ds+

∫ t

0

∥∥∥hrnk (zlim(s))− h∞(zlim(s))
∥∥∥ds

≤δ + L

∫ t

0

∥∥∥znk(s)− zlim(s)
∥∥∥ds+

∫ t

0

∥∥∥hrnk (zlim(s))− h∞(zlim(s))
∥∥∥ds (by Lemma 36)

≤δ + tδ + L

∫ t

0

∥∥∥znk(s)− zlim(s)
∥∥∥ds (by (101))

≤(δ + tδ)eLt (by Gronwall inequality in Theorem A.1)

≤(δ + Tδ)eLT ,

which completes the proof.

Lemma 48 For any function f : R×R→ R, if lim
a→∞
b→∞

f(a, b) = L then lim
c→∞

f(c, c) = L where

L is a constant.

Proof By definition, ∀ε > 0,∃a0, b0 such that ∀a > a0, b > b0, ‖f(a, b)− L‖ < ε. Thus,
∀ε > 0,∃c0 = max {a0, b0} such that ∀c > c0, ‖f(c, c)− L‖ < ε.

Lemma 49 ∀t ∈ [0, T ),

lim
k→∞

∫ t

0
hrnk (x̂lim(s))ds =

∫ t

0
h∞(x̂lim(s))ds.

Proof From Lemma 40, it is easy to see that

sup
t∈[0,T )

∥∥∥x̂lim(t)
∥∥∥ <∞,

which, similar to Lemma 44, implies that

sup
k,t∈[0,T )

∥∥∥hrnk (x̂lim(t)
)∥∥∥ <∞.

By the dominated convergence theorem, ∀t ∈ [0, T ),

lim
k→∞

∫ t

0
hrnk (x̂lim(s))ds =

∫ t

0
lim
k→∞

hrnk (x̂lim(s))ds =

∫ t

0
h∞(x̂lim(s))ds,

which completes the proof.

Lemma 50 ∀t ∈ [0, T ),

lim
k→∞

∫ t

0
hrnk (znk(s))ds =

∫ t

0
h∞(zlim(s))ds.
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Proof ∀ε > 0, by Lemma 46, ∃k0 such that ∀k ≥ k0, ∀t ∈ [0, T ),∥∥∥hrnk (zlim(s))− h∞(zlim(s))
∥∥∥ ≤ ε. (102)

By Lemma 47, ∃k1 such that ∀k ≥ k1, ∀t ∈ [0, T ),∥∥∥znk(t)− zlim(t)
∥∥∥ ≤ ε. (103)

Thus, ∀k ≥ max {k0, k1}, ∀t ∈ [0, T ),∥∥∥∥∫ t

0
hrnk (znk(s))ds−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥
≤
∥∥∥∥∫ t

0
hrnk (znk(s))ds−

∫ t

0
hrnk (zlim(s))ds

∥∥∥∥+

∥∥∥∥∫ t

0
hrnk (zlim(s))ds−

∫ t

0
h∞(zlim(s))ds

∥∥∥∥
≤
∫ t

0

∥∥∥hrnk (znk(s))− hrnk (zlim(s))
∥∥∥ds+

∫ t

0

∥∥∥hrnk (zlim(s))− h∞(zlim(s))
∥∥∥ds

≤
∫ t

0

∥∥∥hrnk (znk(s))− hrnk (zlim(s))
∥∥∥ds+ Tε (by (102))

≤
∫ t

0
L
∥∥∥znk(s)− zlim(s)

∥∥∥ds+ Tε (by Lemma 36)

≤LTε+ Tε. (by (103))

Thus, ∀t ∈ [0, T ),

lim
k→∞

∫ t

0
hrnk (znk(s))ds =

∫ t

0
h∞(zlim(s))ds.

Lemma 51

lim
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)L(Yi+1)

∥∥∥∥∥∥ = 0, (104)

lim
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)H(0, Yi+1)

∥∥∥∥∥∥ = 0. (105)

Proof

lim sup
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)L(Yi+1)

∥∥∥∥∥∥
= lim sup

n
lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)[L(Yi+1)− L] +

m(Tn+1)−1∑
i=m(Tn+t)

α(i)L

∥∥∥∥∥∥
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≤ lim sup
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)[L(Yi+1)− L]

∥∥∥∥∥∥+ lim sup
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)L

∥∥∥∥∥∥
≤ lim sup

n
lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)[L(Yi+1)− L]

∥∥∥∥∥∥+ L lim sup
n

α(m(Tn+1)− 1)

≤ lim sup
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)[L(Yi+1)− L]

∥∥∥∥∥∥+ 0 (by (3))

≤ lim sup
n

sup
0≤t1≤t2≤T+supj α(j)

∥∥∥∥∥∥
m(Tn+t2)−1∑
i=m(Tn+t1)

α(i)[L(Yi+1)− L]

∥∥∥∥∥∥
=0. (by (20))

This implies

lim
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)L(Yi+1)

∥∥∥∥∥∥ = 0.

Following a similar proof, we have

lim
n

lim
t→T−

∥∥∥∥∥∥
m(Tn+1)−1∑
i=m(Tn+t)

α(i)H(0, Yi+1)

∥∥∥∥∥∥ = 0.

Lemma 52 limk→∞
‖x̄(Tnk+1)‖−limt→T− ‖x̄(Tnk+t)‖

‖x̄(Tnk )‖ = 0.

Proof We first analyze the numerator. ∀k,∣∣∣∣‖x̄(Tnk+1)‖ − lim
t→T−

‖x̄(Tnk + t)‖
∣∣∣∣

= lim
t→T−

|‖x̄(Tnk+1)‖ − ‖x̄(Tnk + t)‖|

≤ lim
t→T−

‖x̄(Tnk+1)− x̄(Tnk + t)‖

= lim
t→T−

∥∥∥∥∥∥x̄(Tnk) +

m(Tnk+1)−1∑
i=m(Tnk )

α(i)H(x̄(t(i)), Yi+1)− x̄(Tnk)−
m(Tnk+t)−1∑
i=m(Tnk )

α(i)H(x̄(t(i)), Yi+1)

∥∥∥∥∥∥
= lim
t→T−

∥∥∥∥∥∥
m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)H(x̄(t(i)), Yi+1)

∥∥∥∥∥∥
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≤ lim
t→T−

∥∥∥∥∥∥
m(Tnk+1)−1∑
i=m(Tnk+t)

α(i) [H(x̄(t(i)), Yi+1)−H(0, Yi+1)]

∥∥∥∥∥∥+

∥∥∥∥∥∥
m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
≤ lim
t→T−

m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)L(Yi+1)‖x̄(t(i)‖+

∥∥∥∥∥∥
m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
=‖x̄(t(m(Tnk+1)− 1)‖

 lim
t→T−

m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)L(Yi+1)

+ lim
t→T−

∥∥∥∥∥∥
m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)H(0, Yi+1)

∥∥∥∥∥∥
(∀k, limt→T−m(Tnk + t) = m(Tnk+1)− 1)

≤
(
[‖x̄(Tnk)‖CH + CH ] eCH + ‖x̄(Tnk)‖

) lim
t→T−

m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)L(Yi+1)


+ lim
t→T−

∥∥∥∥∥∥
m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)H(0, Yi+1)

∥∥∥∥∥∥. (by (99))

By (59), we have

lim
k→∞

‖x̄(Tnk)‖ = lim
k→∞

rnk =∞. (106)

Thus,

lim
k→∞

∣∣∣∣‖x̄(Tnk+1)‖ − limt→T− ‖x̄(Tnk + t)‖
‖x̄(Tnk)‖

∣∣∣∣
= lim
k→∞

|‖x̄(Tnk+1)‖ − limt→T− ‖x̄(Tnk + t)‖|
‖x̄(Tnk)‖

= lim
k→∞

(
[‖x̄(Tnk)‖CH + CH ] eCH + ‖x̄(Tnk)‖

) [
limt→T−

∑m(Tnk+1)−1

i=m(Tnk+t) α(i)L(Yi+1)
]

‖x̄(Tnk)‖

+ lim
k→∞

limt→T−
∥∥∥∑m(Tnk+1)−1

i=m(Tnk+t) α(i)H(0, Yi+1)
∥∥∥

‖x̄(Tnk)‖

≤
(
CHe

CH + 1
) lim

k→∞
lim
t→T−

m(Tnk+1)−1∑
i=m(Tnk+t)

α(i)L(Yi+1)

+ lim
k→∞

limt→T−
∥∥∥∑m(Tnk+1)−1

i=m(Tnk+t) α(i)H(0, Yi+1)
∥∥∥

‖x̄(Tnk)‖

(by (106))

≤
(
CHe

CH + 1
)
· 0 + 0 (by (104) and (105))

=0.
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Appendix D. Proofs for Completeness

Proofs in this section have used ideas and sketches from Kushner and Yin (2003) but are
self-contained and complete.

D.1 Proof of Lemma 9

Proof
Case 1: Let Assumptions 1, 2, 4, and 6 hold.
Fixed an arbitrary τ > 0. For an arbitrary x, t ∈ (−∞,∞), define

ψ(i)
.
= H(x, Yi+1)− h(x),

S(n)
.
=

n−1∑
i=0

ψ(i),

Ψ(t)
.
=

m(t)−1∑
i=0

α(i)ψ(i).

Here, we use (18) so that ∀t < 0,m(t) = 0 and the convention that
∑j

k=i α(k) = 0 when
j < i. Fix a sample path {x0, {Yi}∞i=1} where Assumptions 1, 2, 4, & 6 hold. Assumption 6
implies that

lim
n→∞

α(n)S(n+ 1) = 0.

Use subscript j to denote the jth dimension of a vector, we then have

lim sup
n→∞

sup
−τ≤t≤τ

|α(m(t(n) + t))S(m(t(n) + t) + 1)j | = 0. (107)

Moreover, for ∀t ∈ [−τ, τ ], we have

Ψ(t) =

m(t)−1∑
i=0

α(i)ψ(i)

=

m(t)−1∑
i=0

α(i)

 i∑
j=0

ψ(j)−
i−1∑
j=0

ψ(j)


=

m(t)−1∑
i=0

α(i)
i∑

j=0

ψ(j)−
m(t)−1∑
i=0

α(i)
i−1∑
j=0

ψ(j)

=

m(t)−1∑
i=0

α(i)

i∑
j=0

ψ(j)−
m(t)−2∑
i=0

α(i+ 1)

i∑
j=0

ψ(j)

=α(m(t)− 1)

m(t)−1∑
i=0

ψ(i) +

m(t)−2∑
i=0

[α(i)− α(i+ 1)]
i∑

j=0

ψ(j)

=α(m(t)− 1)

m(t)−1∑
i=0

ψ(i) +

m(t)−2∑
i=0

S(i+ 1)[α(i)− α(i+ 1)]
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=α(m(t)− 1)S(m(t)) +

m(t)−2∑
i=0

S(i+ 1)
α(i)− α(i+ 1)

α(i)
α(i). (108)

Thus, for any dimension j,

lim sup
n→∞

sup
−τ≤t1≤t2≤τ

∣∣∣∣∣∣
m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i)(H(x, Yi+1)j − h(x)j)

∣∣∣∣∣∣
= lim sup

n→∞
sup

−τ≤t1≤t2≤τ
|Ψ(t(n) + t2)j −Ψ(t(n) + t1)j |

≤ lim sup
n→∞

sup
−τ≤t1≤t2≤τ

|α(m(t(n) + t2)− 1)S(m(t(n) + t2))j |+ |α(m(t(n) + t1)− 1)S(m(t(n) + t1))j |

+

∣∣∣∣∣∣
m(t(n)+t2)−2∑
i=m(t(n)+t1)−1

S(i+ 1)j
α(i)− α(i+ 1)

α(i)
α(i)

∣∣∣∣∣∣ (by (108))

= lim sup
n→∞

sup
−τ≤t1≤t2≤τ

∣∣∣∣∣∣
m(t(n)+t2)−2∑
i=m(t(n)+t1)−1

S(i+ 1)j
α(i)− α(i+ 1)

α(i)
α(i)

∣∣∣∣∣∣ (by (107))

≤ lim sup
n→∞

sup
−τ≤t1≤t2≤τ

m(t(n)+t2)−2∑
i=m(t(n)+t1)−1

∣∣∣∣S(i+ 1)j
α(i)− α(i+ 1)

α(i)
α(i)

∣∣∣∣
≤ lim sup

n→∞
sup

−τ≤t1≤t2≤τ

m(t(n)+t2)−2∑
i=m(t(n)+t1)−1

|α(i)S(i+ 1)j |
∣∣∣∣α(i)− α(i+ 1)

α(i)

∣∣∣∣
≤ lim sup

n→∞
sup

−τ≤t1≤t2≤τ

(
sup

m(t(n)+t1)−1≤i≤m(t(n)+t2)−2
|α(i)S(i+ 1)j |

)
m(t(n)+t2)−2∑
i=m(t(n)+t1)−1

∣∣∣∣α(i)− α(i+ 1)

α(i)

∣∣∣∣

≤ lim sup
n→∞

sup
−τ≤t1≤t2≤τ

(
sup

m(t(n)+t1)−1≤i≤m(t(n)+t2)−2
|α(i)S(i+ 1)j |

)
Cα

m(t(n)+t2)−2∑
i=m(t(n)+t1)−1

α(i)

(by Assumption 2, Cα is a constant from the big O notation–α(n)−α(n+1)
α(n) = O (α(n)) )

= lim sup
n→∞

[
sup

−τ≤t1≤t2≤τ

(
sup

m(t(n)+t1)−1≤i≤m(t(n)+t2)−2
|α(i)S(i+ 1)j |

)

·Cα

m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i) + α(m(t(n) + t1)− 1)


= lim sup

n→∞
sup

−τ≤t1≤t2≤τ

(
sup

m(t(n)+t1)−1≤i≤m(t(n)+t2)−2
|α(i)S(i+ 1)j |

)
Cα (t2 − t1 + α(m(t(n) + t1)− 1))

(by (82))
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≤ lim sup
n→∞

(
sup

m(t(n)−τ)−1≤i
|α(i)S(i+ 1)j |

)
Cα (t2 − t1 + α(m(t(n) + t1)− 1))

≤2Cατ lim sup
n→∞

(
sup

m(t(n)−τ)−1≤i
|α(i)S(i+ 1)j |

)

≤2Cατ lim sup
n→∞

(
sup
n≤i
|α(i)S(i+ 1)j |

)
=0. (by (107))

Thus, ∀τ > 0, ∀x,

lim sup
n

sup
−τ≤t1≤t2≤τ

∥∥∥∥∥∥
m(t(n)+t2)−1∑
i=m(t(n)+t1)

α(i) [H(x, Yi+1)− h(x)]

∥∥∥∥∥∥ = 0 a.s.

The proofs for (19) and (20) follow the same logic and thus are omitted.
Case 2: Let Assumptions 1, 2, 4, and 6′ hold.
By Assumption 4 and the equivalence between norms, we have

‖H(x, y)‖2 ≤ C (‖H(0, y)‖2 + L(y)‖x‖2)

for some constant C independent of x, y. So for any x,

sup
y

‖H(x, y)‖22
v(y)

≤ sup
y

2C2‖H(0, y)‖22 + 2C2L(y)2‖x‖22
v(y)

<∞.

In other words, for any x,

y 7→ H(x, y) ∈ L2
v,∞.

Similarly, we have for any x,

y 7→ Lb(y) ∈ L2
v,∞.

Let g denote any of the following functions:

y 7→H(x, y) (∀x),

y 7→Lb(y) (∀x),

y 7→L(y).

We now always have g ∈ L2
v,∞. Proposition 6 of Borkar et al. (2021) then confirms that

∞∑
i=0

α(i)(g(Yi+1)− Ey∼dY [g(y)])

converges almost surely to a square-integrable random variable. Lemma 9 then follows
immediately from the Cauchy convergence test.
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D.2 Proof of Lemma 18

To prove Lemma 18, we first decompose it into three terms. Then, we prove the convergence
of each term in Lemmas 53, 54, & 55. Finally, we restate Lemma 18 and connect everything.

For each t, let {∆l}∞l=1 be a strictly decreasing sequence of real numbers such that
liml→∞∆l = 0 and ∀l, t

∆l
− 1 ∈ N, e.g., ∆l

.
= t

l+1 . Because ∀l,

m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1) =

t
∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)Hrnj
(x̂(t(i)), Yi+1),

we have

lim
k→∞

∥∥∥∥∥∥
m(Tnk+t)−1∑
i=m(Tnk )

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥ (109)

= lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)Hrnj
(x̂(t(i)), Yi+1)−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥∥
≤ lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)hrnj (x̂
lim(a∆l))−

∫ t

0
hrnj (x̂

lim(s))ds

∥∥∥∥∥∥∥ (110)

+ lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂(t(i)), Yi+1)−Hrnj
(x̂lim(a∆l), Yi+1)

)∥∥∥∥∥∥∥
(111)

+ lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂lim(a∆l), Yi+1)− hrnj (x̂
lim(a∆l))

)∥∥∥∥∥∥∥.
(112)

Now, we show the limit of (110), (111), and (112) are 0 in Lemmas 53, 54, and 55 with
proofs in Appendix D.3, D.4, and D.5.

Lemma 53 ∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)hrnj (x̂
lim(a∆l))−

∫ t

0
hrnj (x̂

lim(s))

∥∥∥∥∥∥∥ = 0.

Lemma 54 ∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂(t(i)), Yi+1)−Hrnj
(x̂lim(a∆l), Yi+1)

)∥∥∥∥∥∥∥ = 0.
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Lemma 55 ∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂lim(a∆l), Yi+1)− hrnj (x̂
lim(a∆l))

)∥∥∥∥∥∥∥ = 0.

Plugging Lemmas 53, 54, and 55 back to (109) completes the proof of Lemma 18.

D.3 Proof of Lemma 53

Proof ∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

t
∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)hrnj (x̂
lim(a∆l))

= lim
l→∞

t
∆l
−1∑

a=0

hrnj (x̂
lim(a∆l)) lim

k→∞

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)

= lim
l→∞

t
∆l
−1∑

a=0

hrnj (x̂
lim(a∆l))∆l (by (82))

=

∫ t

0
hrnj (x̂

lim(s))ds. (by definition of integral)

Thus, ∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)hrnj (x̂
lim(a∆l))−

∫ t

0
hrnj (x̂

lim(s))

∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥ lim
l→∞

lim
k→∞

t
∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)hrnj (x̂
lim(a∆l))−

∫ t

0
hrnj (x̂

lim(s))

∥∥∥∥∥∥∥
=

∥∥∥∥∫ t

0
hrnj (x̂

lim(s))−
∫ t

0
hrnj (x̂

lim(s))

∥∥∥∥
=0.

D.4 Proof of Lemma 54

Proof ∀j,∀t ∈ [0, T ),∀l

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂(t(i)), Yi+1)−Hrnj
(x̂lim(a∆l), Yi+1)

)∥∥∥∥∥∥∥
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≤ lim
k→∞

t
∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
∥∥∥Hrnj

(x̂(t(i)), Yi+1)−Hrnj
(x̂lim(a∆l), Yi+1)

∥∥∥
≤ lim
k→∞

t
∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)L(Yi+1)
∥∥∥x̂(t(i))− x̂lim(a∆l)

∥∥∥ (by Assumption 4)

≤ lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥
 t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)L(Yi+1)

= lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥
m(Tnk+t)−1∑

i=m(Tnk )

α(i)L(Yi+1).

(113)

We show the limit of the following term.

lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥


= lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
t(m(Tnk+a∆l))≤t(i)≤t(m(Tnk+a∆l+∆l)−1)

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥


≤ lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
t(m(Tnk+a∆l))≤τ≤t(m(Tnk+a∆l+∆l)−1)

∥∥∥x̂(τ)− x̂lim(a∆l)
∥∥∥


= lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
Tnk+a∆l≤τ≤t(m(Tnk+a∆l+∆l)−1)

∥∥∥x̂(τ)− x̂lim(a∆l)
∥∥∥


(x̂ is a constant function on interval [t(m(Tnk + a∆l)), Tnk + a∆l] by (21) and (22))

≤ lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
Tnk+a∆l≤τ<Tnk+a∆l+∆l

∥∥∥x̂(τ)− x̂lim(a∆l)
∥∥∥
 (by (16))

= lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l)
∥∥∥
 . (114)

By (33), ∀δ > 0, ∃k0 such that ∀k ≥ k0, ∀t ∈ [0, T ),

∥∥∥x̂(Tnk + t)− x̂lim(t)
∥∥∥ ≤ δ.
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∀t ∈ [0, T ), ∀l,∀a, ∀k ≥ k0,∣∣∣∣∣∣ sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l)
∥∥∥− sup

0≤a≤ t
∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥
∣∣∣∣∣∣

≤ sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∣∣∣∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l)
∥∥∥− ∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)

∥∥∥∣∣∣
(by |supx f(x)− supx g(x)| ≤ supx |f(x)− g(x)|)

≤ sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l)− x̂lim(a∆l + τ) + x̂lim(a∆l)
∥∥∥

≤ sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l + τ)
∥∥∥

≤ sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

δ

≤δ.

Thus, ∀t ∈ [0, T ),∀l,∀a,

lim
k→∞

sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l)
∥∥∥ = sup

0≤a≤ t
∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥.

Therefore,

lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥


= lim
k→∞

sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂(Tnk + a∆l + τ)− x̂lim(a∆l)
∥∥∥ (by (114))

= sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥. (115)

∀j,∀t ∈ [0, T ), ∀l,

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂(t(i)), Yi+1)−Hrnj
(x̂lim(a∆l), Yi+1)

)∥∥∥∥∥∥∥
≤ lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥
m(Tnk+t)−1∑

i=m(Tnk )

α(i)L(Yi+1)

(by (113))
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≤ lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥


lim sup
k→∞

m(Tnk+t)−1∑
i=m(Tnk )

α(i)L(Yi+1)


≤ lim
k→∞

 sup
0≤a≤ t

∆l
−1

sup
m(Tnk+a∆l)≤i≤m(Tnk+a∆l+∆l)−1

∥∥∥x̂(t(i))− x̂lim(a∆l)
∥∥∥
CH (by (97))

=CH sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥. (by (115)) (116)

By Corollary 27, x̂lim is continuous and [0, t] is a compact set, ∀ε > 0, ∃η such that

sup
0≤|t1−t2|≤η,t1∈[0,t],t2∈[0,t]

∥∥∥x̂lim(t1)− x̂lim(t2)
∥∥∥ ≤ ε. (117)

Thus, ∀ε > 0, ∃l0 such that ∀l ≥ l0,∆l ≤ η and we will have

0 ≤ sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥ ≤ ε. (by (117))

Therefore, ∀t,

lim
l→∞

 sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥
 = 0. (118)

This concludes ∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
(
Hrnj

(x̂(t(i)), Yi+1)−Hrnj
(x̂lim(a∆l), Yi+1)

)∥∥∥∥∥∥∥
= lim
l→∞

CH sup
0≤a≤ t

∆l
−1

sup
0≤τ<∆l

∥∥∥x̂lim(a∆l + τ)− x̂lim(a∆l)
∥∥∥ (by (116))

=CH · 0 (by (118))
=0.

D.5 Proof of Lemma 55

Proof By (86), ∀j,∀a,∀l,

lim
k→∞

∥∥∥∥∥∥
m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
[
Hrnj

(x̂lim(a∆l), Yi+1)− hrnj (x̂
lim(a∆l))

]∥∥∥∥∥∥ = 0. (119)
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Thus,∀j,∀t ∈ [0, T ),

lim
l→∞

lim
k→∞

∥∥∥∥∥∥∥
t

∆l
−1∑

a=0

m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
[
Hrnj

(x̂lim(a∆l), Yi+1)− hrnj (x̂
lim(a∆l))

]∥∥∥∥∥∥∥
≤ lim
l→∞

t
∆l
−1∑

a=0

lim
k→∞

∥∥∥∥∥∥
m(Tnk+a∆l+∆l)−1∑
i=m(Tnk+a∆l)

α(i)
[
Hrnj

(x̂lim(a∆l), Yi+1)− hrnj (x̂
lim(a∆l))

]∥∥∥∥∥∥
= lim
l→∞

t
∆l
−1∑

a=0

0 (by (119))

=0.
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