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Abstract

Bernstein’s condition is a key assumption that guarantees fast rates in machine learning. For ex-
ample, under this condition, the Gibbs posterior with prior 7 has an excess risk in O(d,/n), as
opposed to O(4/d, /n) in the general case, where n denotes the number of observations and d; is a
complexity parameter which depends on the prior 7. In this paper, we examine the Gibbs posterior
in the context of meta-learning, i.e., when learning the prior 7 from 7" previous tasks. Our main
result is that Bernstein’s condition always holds at the meta level, regardless of its validity at the
observation level. This implies that the additional cost to learn the Gibbs prior 7, which will reduce
the term d,; across tasks, is in O(1/T'), instead of the expected O(1/+/T). We further illustrate
how this result improves on the standard rates in three different settings: discrete priors, Gaussian
priors and mixture of Gaussian priors.

Keywords: Bernstein’s condition, meta-learning, fast rates, PAC-Bayes bounds, information bounds,
the Gibbs algorithm, variational approximations.

1. Introduction

One of the greatest promises of artificial intelligence is the ability to design autonomous systems
that can learn from different situations throughout their lives and adapt quickly to new environ-
ments, as humans, animals and other living things naturally do. Based on the intuition that a new
problem often has significant similarities to previously encountered tasks, the use of past experi-
ence is particularly important in areas such as computer vision (Quattoni et al., 2008; Kulis et al.,
2011; Li et al., 2018; Achille et al., 2019), natural language processing (Huang et al., 2018; Gu
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et al., 2018; Dou et al., 2019; Qian and Yu, 2019) and reinforcement learning (Finn et al., 2017;
Mishra et al., 2018; Wang et al., 2016; Yu et al., 2020) where the learner has access to only a few
training examples for the task of interest, but for which a vast amount of data sets from a variety
of related tasks is available. In the area of digit recognition for example, it is possible to leverage
the experience gained from millions of similar open source image classification data sets, as the key
features needed to classify cats from dogs or pants from shirts can be used to classify handwritten
digits. This idea is at the heart of meta-learning (Thrun and Pratt, 1998; Baxter, 2000; Vanschoren,
2019), a field that has recently attracted a lot of attention due to its huge success in real-world appli-
cations, and which aims to improve performance on a particular task by transferring the knowledge
contained in different but related tasks.

Meta-learning has been widely studied in recent literature. It must be noted that meta-learning
was used to refer to a wide range of situations. Providing a precise definition of meta-learning is a
challenge. In particular, the terms transfer learning and multi-task learning, although distinct, are
often used interchangeably instead of meta-learning. Transfer learning is a very general concept
that involves two tasks that share similarities - a source and a target - and consists in transferring
the knowledge acquired on the source data set to better process the target data (Pan and Yang, 2010;
Zhuang et al., 2020). In practice, this can be formulated in many different ways, but the most popular
approach is to pre-train a model on the source data, e.g., images of cats and dogs, and then to fine-
tune it on the target training data set, e.g., images of handwritten digits. In particular, a challenging
problem in transfer learning is to find a measure that quantifies the similarity between the source
and target tasks. Multi-task learning adopts a different framework, where multiple learning tasks
are considered and the goal is to learn a model that can handle all tasks simultaneously (Caruana,
1997; Zhang and Yang, 2021). The model usually has a common representation, e.g., the first
layers of a deep neural network, and a task-specific component, e.g., the last layer of the network.
Meta-learning also considers a collection of data sets from a variety of tasks, but unlike multi-task
learning, we are not interested in learning the fixed number of tasks, but rather in being prepared
for future tasks that are not yet given. Also, unlike transfer learning, meta-learning exploits the
commonality of previous tasks rather than the similarity between some specific source and target
tasks. We use these metadata to design a meta-procedure that adaptively learns a predictor for any
new learning task that is a priori unknown, and the goal is to quickly learn to adapt a learning
procedure from past experience. Meta-learning is therefore sometimes referred to as learning-
to-learn, or lifelong learning in the online context. The implementation of this learning-to-learn
mechanism can take different forms, which we briefly describe in the following paragraph.

As the name suggests, meta-learning involves two levels of abstraction to improve learning over
time: a meta-level and a within-task level. At the within-task level, the new task of interest is pre-
sented and the corresponding pattern is learned from the training data set of the task at hand. This
learning process is greatly accelerated by a meta-learner, which has distilled the knowledge accu-
mulated in previous tasks into the within-task model. The meta-learning procedure can accelerate
the within-task algorithm in various ways, and three main categories stand out in the literature:
metric-based methods, which are based on non-parametric predictive models governed by a met-
ric that is learned using the meta-training data set (Koch et al., 2015; Vinyals et al., 2016; Snell
etal., 2017; Sung et al., 2018); model-based methods, which quickly update the parameters in a few
learning steps, which can be achieved by the model’s internal architecture or another meta-learning
model (Santoro et al., 2016; Munkhdalai and Yu, 2017; Mishra et al., 2018); and optimisation-based
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methods, which mainly involve learning the hyper-parameters of a within-task algorithm using the
meta-training set for fast adaptation (Hochreiter et al., 2001; Ravi and Larochelle, 2017; Finn et al.,
2017; Nichol et al., 2018; Qiao et al., 2018; Gidaris and Komodakis, 2018). Due to their perfor-
mance and ease of implementation, the optimisation-based family is the dominant class in the recent
literature, exploiting the idea that well-chosen hyperparameters can greatly speed up the learning
process and allow model parameters to be quickly adapted to new tasks with little data. For ex-
ample, it is possible to learn the task of interest using a gradient descent whose initialisation and
learning rate would have been learned from the metadata. Among the best known meta-strategies
is the model agnostic meta-learning procedure (MAML) (Finn et al., 2017) and its variants implicit
MAML (Rajeswaran et al., 2019), Bayesian MAML (Grant et al., 2018; Yoon et al., 2018; Nguyen
et al., 2020) and Reptile (Nichol et al., 2018). We refer the interested reader to the recent review by
Chen et al. (2023) for more details.

Our results will turn out to be useful in the regime where the number of tasks 7" is much larger
than the average sample size per task n. A typical example would be given by recommender sys-
tems (Candes and Plan, 2010) or toxicogenomics studies (Yamada et al., 2017). Recommendations
are usually based on matrix completion of the user-movie matrix. The main limit of this approach
is that the dimensions of the matrix are fixed, which means that we are working with a fixed number
of users. Using meta learning, we can see each user as a separate task for which the objective is to
build a model that would predict which movies will be liked by this user. The number of users T’
is much larger than the average number of movies n rated by each user. In this case, meta learning
will use information from previous users to learn more efficiently the model of a new user from a
small sample size.

2. Approach and Contributions

In this paper, we focus on the Gibbs algorithms within tasks, or their variational approximations.
The Gibbs algorithm, also known as Gibbs posterior (Alquier et al., 2016) or exponentially weighted
aggregation (Dalalyan and Tsybakov, 2008), can also be interpreted in the framework of Bayesian
statistics as a kind of generalized posterior (Bissiri et al., 2016; Germain et al., 2016; Knoblauch
et al., 2022). PAC-Bayes bounds were developed to control the risk and the excess risk of such
procedures (Shawe-Taylor and Williamson, 1997; McAllester, 1998; Catoni, 2004; Zhang, 2006;
Catoni, 2007; Yang et al., 2019), see Guedj (2019); Alquier (2024) for recent surveys. More re-
cently, the related mutual information bounds (Russo and Zou, 2019; Haghifam et al., 2021) were
also used to study the excess risk of the Gibbs algorithms (Xu and Raginsky, 2017). Gibbs pos-
teriors are often intractable, and it is then easier to compute a variational approximation of such
a posterior. It appears that PAC-Bayes bounds can also be used on such approximations (Alquier
et al., 2016). Many recent publications built foundations of meta-learning through PAC-Bayes and
information bounds (Pentina and Lampert, 2014; Amit and Meir, 2018; Ding et al., 2021; Liu et al.,
2021; Rothfuss et al., 2021; Farid and Majumdar, 2021; Rothfuss et al., 2023; Guan and Lu, 2022a;
Rezazadeh, 2022). These works and the related literature are discussed in detail in Section 6. Most
of these papers proved empirical PAC-Bayes bounds for meta-learning. These bounds can be mini-
mized, and we obtain both a practical meta-learning procedure, together with a numerical certificate
on its generalization. However, these works did not focus on the rate of convergence of the excess
risk.
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Bernstein’s condition is a low-noise assumption reflecting the inherent difficulty of the learning
task (Mammen and Tsybakov, 1999; Tsybakov, 2004; Bartlett and Mendelson, 2006). While it was
initially designed to study the ERM (Bartlett and Mendelson, 2006), it characterizes the learning rate
of algorithms beyond the ERM. PAC-Bayes bounds and mutual information bounds show that the
excess risk of the Gibbs algorithm is in O(d ¢/n) for a sample size n when Bernstein’s condition is
satisfied (Catoni, 2007; Griinwald and Mehta, 2020), as opposed to the slow rate O((dy¢/n)'/?) in
the general case. The quantity d ; measures the complexity of task ¢. Importantly, it also depends
on the prior distribution 7 used in the algorithm. Similar results hold when we replace the Gibbs
algorithm by a variational approximation (Alquier et al., 2016).

In the meta-learning setting, we are given 7' tasks simultaneously. Using the Gibbs algorithm
with a fixed 7 in all tasks leads to an average excess risk inO(E;[(dr¢/n)?]), where v = 1 when
Bernstein’s condition holds for each task ¢ € {1,..., T}, and v = 1/2 otherwise. Here, E; denotes
the expectation with respect to a future (out-of-sample) task ¢. This approach is referred to as
“learning in isolation”, because each task is solved regardless of the others. Of course, in meta-
learning we want to take advantage of the multiple tasks. For example, Pentina and Lampert (2014)
used the Gibbs algorithm at the meta-level, in order to learn a better prior. The expected benefit is
to reduce the complexity term d ;.

2.1 Overview of the Paper

e In Section 3, we recall existing PAC-Bayes bounds on the excess risk of the Gibbs algorithm
when learning tasks in isolation, and we introduce Bernstein’s condition, a fundamental as-
sumption under which the fast rate O(E¢[d +/n]) is achieved by the Gibbs algorithm.

e In Section 4, we prove that these PAC-Bayes bounds can be used to build a natural criterion
to define a meta-learning Gibbs algorithm. This criterion takes the form of a log-loss, which,
building on a classic analysis (Bartlett et al., 2006; Vijaykumar, 2021), satisfies Bernstein’s
condition. This leads to a striking result that the prior 7 can be learnt with fast rates, regardless
of the rate withing tasks. In other words, the meta-learning Gibbs algorithm achieves the
excess risk O(infrepq E¢[(drt/n)?] + 1/T) with v = 1 if Bernstein’s condition is satisfied
within tasks, and v = 1/2 otherwise. We further raise the open question of the generalization
of this result to its variational approximations.

e In Section 5, we apply the previous results to various settings: learning a discrete prior,
learning a Gaussian prior and learning a mixture of Gaussians prior. We show that the gain
brought from the meta learning is blatant, as in some favorable situations, one can even have
infren Etfdrt/n] = 0.

e In Section 6, we provide a deeper comparison with the rich literature on meta-learning.

3. Problem Definition and Notations

Let Z be a space of observations, © a decision space and £ : Z x © — R, a bounded loss function
defined on the previously defined sets. Let P(©) denote the set of all probability distributions on
© equipped with a suitable o-field. The learner is given T tasks. For each task t € {1,...,T},
the learner receives IV; observations Z; ;,% = 1,..., Ny, assumed to be drawn independently from a
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distribution P; on the decision space Z. Conditions on P; and N; will be discussed at the beginning
of Section 4 as they are not required in the following discussion. The objective of the learner is to
find a parameter 6 in the parameter space © which minimizes the so-called prediction risk associated
to P, on Z, defined as

Rp,(0) = Ezwp,[0(Z,0)].
We denote by R}, the minimum of Rp,(¢) and by 67 a minimizer:'

R}, = inf Rp,(0) = Rp, (6]).
0cO

In Bayesian approaches, we seek for p; € P(0) such that

Egrp [ Rp,(0)]

is small. Defining, for any 6 € ©, the empirical risk as

1
R(0) = ;E(Zt,u 0),
a standard choice for p; is given by

o]+ K| 0

pt(ﬂ-a Oé,‘/—") = arg 3161]1’__1 {]ngp |:Rt(0) alN,

where 7 is the prior distribution on the parameter 0, « is some temperature parameter which will be
made explicit later, and 7 C P(©) . We denote

KL (o)

Bt(p’ T, Oé) = ]E9~p [Rt(e)} + OéNt

2
Interestingly enough, in the unconstrained case where 7 = P(0©), we recover the so-called Gibbs
posterior or Gibbs algorithm p;(7, o, P(©)), which is given by

pe(m, 0, P(©))(dF) o exp (—aNth(9)> ©(d6).

It is often interpreted as an extension of Bayesian inference to model-free statistical learning, where
the likelihood is replaced by the loss function. This connection directly follows from Donsker and
Varadhan’s variational formula (see Lemma 16), see e.g. Lemma 2.2 of Alquier (2024) for a proof.
In the sequel, we will use the following shortcut notation:

pt(ﬂ-a a) = pt(ﬂ-7 «, P(@))

In our study, we delve into the theoretical aspects of the Gibbs posterior in meta-learning, leav-
ing aside the issue of its computational feasibility, which nonetheless often arises as a concern in
practical scenarios. To briefly address this aspect in this introduction, tackling the computational

1. For the sake of simplicity, we will assume that such a minimizer always exists. By considering an e-approximate
minimizer instead, all our results can be directly extended to the general case.
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challenges associated with posterior distributions typically involves employing Monte Carlo sam-
pling techniques. This encompasses widely-used approaches such as Markov Chain Monte Carlo
(MCMC) algorithms (Robert and Casella, 2004; Andrieu et al., 2003; Robert, 2007) and Sequential
Monte Carlo (Doucet et al., 2001; Doucet and Lee, 2018). Despite their effectiveness, these meth-
ods may encounter slower performance, particularly when confronted with very large data sets.
Consequently, there has been a notable surge in the development of faster approximation techniques
leveraging optimization routines over the past 25 years. These include methods like Expectation
Propagation (Minka, 2001) and variational inference (Jordan et al., 1999; Blei et al., 2017), which
aim to ascertain a deterministic approximation of the posterior distribution. Note that variational
inference can be recast as the minimization of (2) for a specific choice of F. We refer the reader to
Martin et al. (2020) for a recent review on Bayesian computation.
We give a complete list of all notations introduced throughout this paper in Appendix A.

3.1 Assumptions on the Loss and Bernstein’s Condition

Recall that we assumed that the loss function is bounded: there exists a constant C' > 0 such that
V(z,0) € 2 x0, {(z,0) <C. 3)

This is a classical assumption in machine learning, which is however restrictive. Here, we want to
highlight that PAC-Bayes bounds for unbounded losses are well-known, see Section 5 in (Alquier,
2024). In particular, Theorem 1 below can be extended without modification to sub-Gaussian and
sub-exponential variables. The extension to heavy-tailed variables requires adaptations, but is also
possible. On the other hand, our results on meta learning rely explicitly on the boundedness as-
sumption. We will thus make this assumption in the whole paper.

With such a bounded loss, in parametric settings, it is possible to prove generalization bounds
in 1/4/N; for various methods, including the empirical risk minimizer or ERM (Devroye et al.,
1996, Chapter 12). This is also true for the Gibbs posterior (Catoni, 2007, Chapter 1). However, in
some specific settings, it is possible to achieve faster bounds. For example, it is standard that the
ERM achieves a rate in 1/N; when there is a perfect predictor, that is, R}k% = 0 (Devroye et al.,
1996, Section 12.1). It turns out that fast rates are possible under more general conditions. Bartlett
et al. (2006) proved this holds when the loss function is Lipschitz and strongly convex. Mammen
and Tsybakov (1999) proved this is also true for classification under margin conditions. It turns
out that these assumptions are all special cases of the so-called Bernstein’s condition (Bartlett and
Mendelson, 2006, Definition 2.6 with 8 = 1). In other words, either R, = 0, or Mammen and
Tsybakov’s margin assumption, or the smoothness and convexity assumption on the loss of Bartlett
et al. (2006) all imply Bernstein’s condition, which itself is enough to prove fast rates. We refer the
reader to (Alquier, 2024, Section 4) for more details on this topic in the study of the Gibbs posterior.
We now recall Bernstein’s condition. It requires to introduce the following variance term for task ¢
and for 6 € O:

Vi(0,0;) == Egmr, |IU(Z,0) = €(2,07)].

Assumption 1 (Bernstein’s condition) There exists a constant ¢ > 0 such that, for any 6 € O,

%(970?) <c (RPt(e) - R;’z) :
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This assumption characterizes the excess risk of Gibbs posterior, see Theorem 1 below. In this
paper, we will provide a bound on the excess risk both under this condition and without it.

3.2 Learning in Isolation

In the process of learning in isolation, we consider each of the tasks separately. We then fix
some ¢t € {1,...,T} and denote by S; the sample of N; i.i.d. observations from task ¢: S; =
(Zea,...,Ze N,). We recall the following classic result (Alquier, 2024, Theorems 4.1 and 4.3),
whose proof is recalled in Appendix C for the sake of completeness.

Theorem 1 Assume that the loss { satisfies the boundedness assumption (3) with constant C. Then,
the following bound holds, for any o € (0, %)

EStEQNpt(ﬂ',OL,]:) [RPt(e)] - R}t

1 : - - KL (p|) H aC?(1 - ]IB))
< (Eg |inf EN[RG]—RH*—Fi il Sl 20 I
1 i (8. |t B [0 - o) + 2T 5
where Eg, is a short notation for the expectation w.r.t. S £ (Zea, ..., Zy N,) Lid. from Py, and 1

is equal to 1 if Assumption 1 (Bernstein’s condition) is satisfied, and 0 otherwise. In particular, if
Assumption 1 is satisfied with constant c, the choice o = chLC vields the bound

EStEQNpt(moc7f) [RPt (9)] - R}kjt

< 2Es, L%fr {EQNP [Rt(e)] —Ry(0)) +

(C+ C)]fZL(pllﬂ) H .

Theorem 1 not only justifies the choice of p; (7, cv, F) as the within-task algorithm, but also paves the
way for its statistical analysis. Indeed, while it is known in the PAC-Bayes literature that the defini-
tion in (1) is actually a minimization program of a generalization bound over the risk Eg., [Rp, (6)]
(see e.g. Corollary 2.3 in (Alquier, 2024) for an exact statement), this fact alone does not provide
any statistical rate for the risk of p;(, o, F). Theorem 1 formulates an oracle-type inequality whose
derivation, when specifying a model and a prior, leads to explicit convergence rates.

For example, a classic assumption in the Bayesian literature is that there are constants x,d > 0
such that, for s small enough, 7({f : 6(0,0;) < s}) > s?/k, where 6(6,6;) is a measure of
the discrepancy between 6 and ;. When studying the contraction of the posterior in Bayesian
statistics, ¢ is usually the Kullback-Leibler divergence (Ghosal and Van der Vaart, 2017, Condition
(i) in Theorem 8.9). However, more general § can be considered, such as Rényi divergences or
the Hellinger distance (Zhang and Gao, 2020, Condition C.3 in Theorem 2.1). In PAC-Bayesian
bounds, where the prediction risk is the main focus, the condition is often used with 6 = R;(6) —
R.(67) (Alquier, 2024, Section 4.4). As this condition is usually applied to one task with a specific
prior, the notation d does not reflect the dependence with respect to 7 or ¢. However, in our context,
this dependence will be crucial, so we will write d ; instead of d. Under such an assumption, the
right-hand side in Theorem 1 can be made more explicit.

Corollary 2 Recall that the loss { satisfies the boundedness assumption (3) with constant C. As-
sume that, for any 0 < s < so, 7({0 : Rp,(0) — Ry, < s}) > st /Ky Then, as soon as
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Nt > dr i/ (so),

N « dﬂ',t log 6267]\? + log Rt
Es, | inf Bi(p,ma)— R(6)| < a2 .
s | dut Blpmoo) - Ru(o)] < S

In particular, if Bernstein’s condition (Assumption 1) is satisfied with constant c, the choice o =
1/(c+ C) gives

% 2(0 + C) eNt
Es:Egmpy(r.a) [RP.(0)] < Rp, + N, (dw,t log Ga(C+e) + log Féw,t) :

On the other hand, without Bernstein’s condition (Assumption 1),

dﬂ',t log OéleiNt + log Rt aC?
]EStEQNpt(ﬂ',OL) [RPt (0)] < RPt + Ol}\]t =+ ]’

and in particular, for & = 21/2d +/(v/NC), we obtain

4
Es,Egp, (r,a) [P (0)] < Rp, + g ;i;r\i <; log 2::6\‘7; + d71rt log Hmt) .

Corollary 2 thus provides explicit rates of convergence for p; (7, &): under Bernstein’s condition, we

recover the fast rate d ; /N, for a good choice of c, while we obtain the general rate \/d, ;/N; in

the general case. Yet, in both situations, the rate of convergence depends on the choice of the prior

m and on the given task through the complexity term d ;. In the following, we propose to improve

this dependence by meta-learning the prior 7 using all the data from the many other observed tasks.

4. Main Results

From this section onward, we focus on the meta learning. As opposed to the learning in isola-
tion, the meta learning considers all the tasks ¢ € {1,...,7'} and takes advantage of possible
similarities between the 7' tasks to improve the learning in each task. More precisely, while as-
suming that for any t € {1,...,T},S = (Za1,..., 2N, ) is a sample of IV, i.i.d observa-
tions from P;, we further assume that the couples (P;, N1),...,(Pr, Nr) are drawn indepen-
dently from a distribution P on distributions and sample sizes. A future (out-of-sample) task is
a couple (Pr1, Np41) which is drawn from P, independently from (P, Ni), ..., (Pp, Nr), and
Sti1 = (Zr411, -+ Z741,Npy, ) Will be a sample of N7y ii.d draws from Pr 1, conditionally
on (Pry1, N741). This task will be solved by the Gibbs algorithm p71 (7, ). Our objective is
to learn the prior 7 using the tasks ¢t € {1,..., T}, such that (Pr41, N741) would be solved more
efficiently. More formally, 7 should make the meta-risk

E(TF) = IEPT+1 ,NT+1E$T+1E9~pT+1(7r,a) [RPT+1 (0)] .

as small as possible, where Eg,., , denotes the expectation w.r.t. Zpy11,..., Z7+1,Npy ~ Pri1
conditionally on (Pr41, N741), and Ep, n, denotes the expectation w.r.t. (P, N;) ~ P for any
t € {1,...,T + 1}. For a more detailed list of notations including the expectations, please see

Appendix A. We will compare the meta risk £(7) to the so-called oracle meta-risk

* *
&= EPT+1:NT+1 [RPTH]’

which can only be reached by an oracle who would know the best classifier in each task in advance.
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4.1 Bernstein’s Condition at the Meta Level
In this subsection, we prove a version of Bernstein’s condition at the meta level. For any prior 7, let

~ ~

Et(ﬂ-7a) = Bt(pt(ﬂ.7 a),w,a), (4)

and let
Li(m, @) = Es, | Lu(m,0)]

where we recall that Bt( p, T, ) is defined in (2). Let 7, be the distribution minimizing the expec-
tation of the above quantity:

W; = arg H%rin EPtJVz [ﬁt(ﬂv O‘)} : )

At the within-task level, Assumption 1 is the key hypothesis to determine the rate of convergence,
as shown in Theorem 1. We would expect a similar assumption-theorem structure at the meta-level.
Surprisingly enough, this is not the case. The following result proves that a condition, formally very
similar to Bernstein’s condition, holds unconditionally at the meta-level. This will be used in the
proof of Theorem 5 below to show that one can always achieve fast rates when learning the prior.

Theorem 3 Assume that the loss { satisfies the boundedness assumption (3) with constant C. Recall
that Ly(w, o) and 7}, are defined as in (4) and (5) above. Then, for any o € (0, %) and w € P(O©),

-~

~ 2 ~ ~
Ep, v Es, [(,Ct(w,oz) — Ly(ms @) ] < 8¢CEp, nEs, |Li(m,0) = Li(rh, )|

Proof The proof relies on two arguments. First, we can rewrite the upper bound on the task risk as

~

1 A 1 N -
Ly(m, o) = “Na log Egx {e_N’fO‘Rt(Q)} == log <I[:719N7r [e_NtaRt(e)} e ) (6)

for any fixed 7 > 0O (using, e.g., Lemma 16 in the Appendix). Under this form, we will be able
to use the arguments from Bartlett et al. (2006, Lemma 7) based on strong convexity. The strong
convexity of the function f(x) = —(1/7)log(z) on a bounded interval is of course known, and
was indeed used to derive fast rates in machine learning before (Vijaykumar, 2021, Lemma 10). We
write it in the most convenient way for our proof in Lemma 4 (which we still prove in the appendix
for the sake of completeness). First, observe that, by the boundedness assumption (3), it holds that,
forany m € P(0),

T

exp(—C7) < Egr [e—NtaRt(G)} YA o,

Lemmad Let f : z+— —% log x. Then, for any z,y € [exp(—CT), 1],

(F(z) — F(y))? < 8exp£2CT) <f(93)42rf(y) gy (m-gy))

9
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T T

An application of Lemma 4 to z = Eg.,; [e_Nt"‘Rf(e)} N and y = Egorx [e_Nto‘Rt(e)] M gives

~

(Eutr.0) — Euta, a))2

= <Bt(/)t(777 ), o) — Bt(ﬂt(ﬂ'Za @), To, a))2

= (f(x) = f(y))°
< 8eXp£2CT) (f(l‘)-;f(y) gy (x-;y»

Bt(pt(ﬂv Oé), , Oé) + Bt(pt(ﬂ;a O‘)?”Za Oé) 1 1 T4y
2 Tl

8exp(2C'T)
T

Taking expectations with respect to S; on both sides yields

- [(Et(w,a)—ft(w;,a))z] S 8exp7(_2C7') (Et(w,oz)—zﬁt(wz,a) s <7r—|—27raa>>

Integrating with respect to (P, N;) ~ P yields

~ —~ " 2
Ep, N Es, [(ﬁt(ma) —ﬁt(ﬂa,a)) ]

2 E L E Ly(mh o
- Sexp( CT>< PN, t(w>+2 PNy t(”w“)—Ept,Ntﬁt(ﬂzﬂavC“))- (7)

o T
By definition of 7%, it holds that, for any 7’ € P(O),

EPt,Nt [‘ct(ﬂ-;n a)] < EPt,Nt [‘Ct(ﬂ'/v 04)]

In particular, this holds for 7’ = (7 + 7%)/2 and plugging this into the right hand side of (7) gives
—~ S 2 4exp(2CT %
EPt,NtESt |:<£t(777 Oé) - Et(ﬂ-on Oé)) :| < p7(_) (Ept’]vtﬁt(ﬂ', Oé) - EPmNt‘ct(ﬂ-aa Oé)) .

The (optimal) choice 7 = % gives the desired bound

~

~ 2
Ep, n.Es: [(ﬁt(ﬂ,a) - Li(msa)) } < 8¢CEp, v Es,

o~

Ly(m,a) — ct(w;,a)] .

4.2 PAC-Bayes Bound for Meta-learning

We will now seek a distribution I on the set of priors 7 which allows to obtain a small meta-risk

E n[€(m)].

10
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In order to do so, we will fix a set M of possible priors, and a subset G of the set P (M) of distribu-
tions on these priors: G C P(M).2 Of course, G = P(M) is a possible choice. However, smaller
sets might be preferable for computational reasons (that is, we can use variational approximations
at the meta-level). Given a probability distribution A € G called “prior on priors”, we define Gibbs
distribution on priors similarly as in (1), but at the meta-level:

T
N ) 1 ~ KL(II||A)
II = arglﬁlelg {T t:E 1 Erom [»Ct(Tﬁ a)} + ﬁT} s )

where 8 > 0 is some parameter made explicit in the next theorem. As a consequence of Theorem 3
comes the next result, whose proof is given in Appendix F.

Theorem 5 Assume that the loss ¢ satisfies the boundedness assumption (3) with constant C. The

choice § = m yields, for any F C P(O) and any o € (0, %),
EPl:T7N1:TE81:TE7TNf[ [5(7()] &< adp ﬁgg EPT+1,NT+1
1= 2(1-Ca)
. N KL(p||7) (14 8e)C - KL(II||A) aC?(1 —1p)
R e L i

where g is equal to 1 if Assumption 1 holds and 0 otherwise, Es, . is a short notation for Es, . ..Eg,.
and Ep, .. N, is a short for Ep, N, ... Ep, n,. In particular, if Assumption 1 holds with constant

¢, the (optimal) choice o = Cic yields, for any F C P(O),

EPI:Tle:TESI:TIEﬂ'N]:[ [5(7'()] &< 411[%2 ]EPTJrl»NTJrl

ot |10 { By R, 0)] - Ry, + T | L BOCEUELY

Nr T

Remark 6 A special case of interest is when the sample size N; and the distribution P; of the ob-
servations are independent. Intuitively, this implies that the number of observations is independent
from the value of the optimal parameter 0;. In this case, the expectation Ep, n, can be taken suc-
cessively and independently w.r.t. P; and to Ny, as Ep, N, = Ep,En,. In particular, we can define
the harmonic expected sample size n by

1 1

bl

and by inverting En.,.., and the block Erni[inf e 7{. .. }| in the right-hand side above, this yields

* 2 .
Epyp NyrEs 2B g [E(m)] =& < % ﬁgg Epp,,

2. Note that measurability issues can arise when the set F is non parametric. However, in all our examples, the set F is
parametric.

11
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ot |10 { By Ry, 0)] - Ry, + TN | SOCELELY

T I

under Assumption 1. In this case, n quantifies the expected rate of convergence across tasks. Natu-
rally, this also holds in the more specific case where the sample size is constant, i.e., Ny = n almost
surely (in this case, we will write Ep, . instead of Ep, . N,..). From now on, we will present several
applications of Theorem 5, and show how its bound improves upon the one from the learning in
isolation. For the sake of clarity, in the coming applications, we will work in the simpler setting
Ny = na.s. forany task t € {1,...,T + 1}. However, our results straightforwardly extend to the
general setting considered in Theorem 5.

Up to a constant factor, recall that the learning in isolation achieves a bound

. - - . KL(p||m)\”
Es;y, ng]f: {E0~p {RTH(,OJRQ) — Rry1(0744) + <(an)> H ;

where v = 1 if Assumption 1 is satisfied, and % otherwise. While the bound in isolation depends
on the choice of prior 7, in contrast, the meta learning achieves the above bound with © ~ II, for

the best possible II. This comes at the cost of an additional w

term, which is of order
(@] (%) and hence very small in the case T' > n. Interestingly enough, when Assumption 1 is not
satisfied, this additional term is very small in the more general 7' >> \/n regime, further pleading in
favor of the meta learning when the number of tasks 7' is large.
We point out that the bound in Theorem 5 is written as depending on an infimum on some subset
F C P(O). Of course, the tightest bound is reached for 7 = P(0O). However, in all the practical
examples below, it is much easier to derive explicit rates by using a well-chosen 7 C P(©). Thus,
we preferred to state the result directly with /. Note that this is simply a theoretical device helpful
to make the bound more explicit, and has nothing to do with possible variational approximations
within tasks. Indeed, the bound is on the excess risk of ﬂ, which itself is based on the exact Gibbs
posterior p;(, «), and not on its variational approximation p; (7, o, F).

A

In contrast, we can define a variational approximation of II based on p;(m, v, F), as

T
)1 A
II(F) := argmin {T tEI E;wn [Bt (pe(m, 0, F), 7, )

| KL(IJA) } |
eg

AT

In some settings, ﬂ(]—" ) is tractable while its Gibbs-based counterpart ITis not, and it is a fundamen-
tal open question to determine under what condition on F we can replace II by II(F) in Theorem 5.

Open Question 1 Under what conditions on F can we replace I by fI(]: ) in the left-hand side of
Theorem 57?

We would like to emphasize the significance of this question. As indicated in Section 3, computing
the within-task Gibbs posterior is typically challenging in many practical scenarios, and sampling
methods like MCMC can be expensive. Using variational inference within-task could simultane-
ously address the intractability of both the within-task Gibbs posterior p;(7, ) and the meta-Gibbs
distribution II. Therefore, extending Theorem 5 to any variational family F is crucial, and will be
the focus of future research.

12
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4.3 A Toy Example: Concurrent Priors

This subsection gives a toy application of Theorem 5 just to fix ideas. Here, we study the case
where M statisticians propose a different prior, all of which are assumed to satisfy a prior mass
condition as in Corollary 2. We denote by M = {my,...,ms} the set of priors. We choose A as
the uniform distribution on M and G = P(M). Here again, for the sake of simplicity, we assume
that Bernstein’s condition (see Assumption 1) is satisfied at the within-task level, with constant c.
We also assume that Ny = n almost surely. A direct application of Theorem 5 and Corollary 2 gives

EPl:TESLTEwa[ [5(7)] =&
drr+1log m + log fix 741 n 4(1 + 8e)C'log M

n T

4(0 + C) 7{25& ]EPT+1

In other words, we obtain the rate of convergence provided by the best prior among {71, ..., 7},
at the price of an additional O(log(M)/T) term.

5. Applications of Theorem 5

In this section, by an application of Theorem 5, we derive explicit bounds on the excess risk of
the Gibbs algorithm in the case of discrete priors (the parameter set © is finite; Subsection 5.1),
Gaussian priors (Subsection 5.2) and mixtures of Gaussians priors (Subsection 5.3).

In all the cases below, Assumption 1 (Bernstein’s condition) holds with constant c (by proposi-
tion or assumption), and we will study the excess risk of the meta predictor IT defined in (8) with
the fixed choices o = Cic and 8 = a +se) = throughout this section. Finally, in all this section, we
assume that V; = n almost surely for the sake of simplicity (see Remark 6).

5.1 Learning Discrete Priors

In this subsection, we assume that || = M < oo. Following Meunier and Alquier (2021), we
define A* as the smallest possible subset of © such that

VP ~ P, 0" := arg mgin Rp(0) € A", 9)

and we denote m* := |A*|. In general, A* = © and m* = M. However, in some favorable
situations, A* # © and m* < M, in which case, the meta-learning may improve upon the learning
in isolation. In the setting considered, Bernstein’s condition is trivially satisfied for some constant
¢, and the excess risk of the Gibbs algorithm is M

We define our set of priors M as the set of probablhty distributions 74 which are uniform on a

subset A C O and parameterized by A:
M= {m4|A C O},

and G is the set of all distributions on M. Our ‘prior on priors” A is then defined as follows: we

draw m € {1,..., M} with probability 2 2M T; o 27™, then given m, draw a subset A C © of

cardinality m umformly at random, and take 7 4. In other words, A is a distribution defined on F
M—-m

such that PﬂNA(Tr = 7TA) = 22M7_1 X ﬁ

m

13
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Proposition 7 The excess risk of the meta predictor I defined in (8) is bounded as follows:

* 4C+C10 m* 41+8€Cm*log2%f[
EPI:TESI!TEﬂNﬁ[g(Tr)] <&+ ( 73 & + ( ) 4 ‘

Remark 8 Let us compare the meta-learning rate above to the w rate achieved by the

learning in isolation. In the unfavorable case m* ~ M, the meta-learning bound is sensibly larger
than the learning in isolation one, by an O(M /T term which vanishes rapidly when T — +oo.

However, as soon as m* < M, there is an improvement at the task level, as MzignM is replaced

by %. This means that for T large enough, the meta learning will always bring an improvement

over the learning in isolation. In the very favorable case m* < M, the improvement might be huge,
and in the extreme case where m*™ = 1, we have

* 4(1 4 8¢)C'log(2e M
EprBsrEronl€(m)] < €7 + ( )T g(2eM)

As expected, the benefits of the meta learning appear in the T > n regime, with a potential gain of
an O(1/n) term in many different scenarios, at the cost of an additional O(M /T) term in the least
favorable of them. This is in line with Meunier and Alquier (2021, Theorem 3) in the online setting.

Proof We first consider the learning in isolation. The classical choice is to take 7 uniform in each
task. Bernstein’s condition (Assumption 1) holds with constant ¢, and an application of Theorem 1
with o = C%rc gives

Es, [Egmpyng [Rr(0)]] — €° <2 inf {EM (Rpy(0)] — R}, +

(C + o)KL(p||m) }
pEP(O)

n

, « o (C+)KL(p|)
<2 f Eo, |[Rp,(0)] — R
N R
_ 2(C+c)logM
—

In the meta-learning case, an application of Theorem 5 gives

EPl:TESLTEWNf[[E(Tr)] —&* <4 inf inf EPT+1 [51612 {RPT+1(9) — R};H_l}

1<m<M |Al=m

log 2 + log (M
+ (€ c)log(m) szlog(m) +(1+ 8e)Cm 8 ; 08 (m)}.

Using (9), the choice A = A* of cardinality m* yields

4 1 * 4m*log(2) + 4log (M
(C’+02Log(m)+(1+8e)0m og( );— og(m)‘

]EPLTESLTEWNICI[(C/‘(T()} <E+

We conclude by using the classic bound log (An{ ) < mlog % |

14
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5.2 Learning Gaussian priors

In the applications developed from here on (models of Gaussians and mixtures of Gaussians), we
will further make the following assumption: there exists L > 0 such that, for any P, ~ P and any
0 €0,

Rp,(0) = Rp, < LI|0 - 07 (10)

Intuitively, Taylor’s expansion of Rp, gives

Rp,(9) = Rp,(07) + dRp, (67).(0 — 07) +O(|10 — 6;|%) = Rp,(6;) + O(|16 — 6; ),
0

and thus, we can expect (10) to be satisfied when the risk is smooth enough. However, note that this
assumption is not necessary for the main results of this paper to hold.
In this subsection, we consider the set of all Gaussian distributions

{pﬂ o2 = ®N i 02), = (1, ... pug) € R 02 = (02,...,02) € (Ri)d}. (11)

Thus, distributions on priors are actually defined as priors on x and o2, and we focus on the set G
of distributions on priors, defined as

d
G = {%—,52,17_®N(Ti7§i2)®r(27b)}a (12)

i=1

and we choose the prior on priors as A = Qo2 for some parameters £2, b

From now on and until the end of this section, we assume that both (10) and Assumption 1
(Bernstein’s condition) hold, and we are looking for a distribution on priors II from which to sample
m, such that pr4q (7, ) concentrates as much as possible to the best parameter. Denoting p* :=
Eppy, [0%,1] and S(P) := Ep,.,, [||04.,, — p*|?] , the following holds.

Proposition 9 Under Assumption 1, (3) and (10), the excess risk of I defined in (8) for M and G
defined as in (11) and (12) is bounded as follows:

dlogT
Ep, Es  E__qlE(m)] — € < CViaussian(d, S(P),n, T) + O < (;g ) ,
where
. 2(c+C)d AnL 2(c+ C)bx
OV Gausian(d, 2., T) = 1%?5{ w08 (b(c o) " 1) LA

In particular, the following convergence regimes are identifiable:

o fS(P) 2 £, CVausian(d B(P),n, T) < 25D 10g (1L 4 1) 4 2EO2E) (oprgined
forb=1);

o if & > %(P) z I OV Gaussian(ds £(P),n, T) < (8L + 2(c + O)) \/ ZP) (obrained for

b= /dnX(P)~1);

15
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o if I > 5(P), CVgaussian(d, S(P),n, T) < 3L 4 24N (ohrgined for b = T).

The detailed proof of this proposition is given in Appendix G.

Let us briefly analyze the above bound. In the favorable case X (P) < é‘ﬁg, a proper choice of
meta predictor IT leads to the very fast rate of convergence O (%), which considerably improves
upon the fast rate O (% + %) when n < T'. On the other hand, when X (P) > %, the gain of the

meta learning is undermined due to many variations across the tasks. In that case, the excess risk
dlogT
T

of the meta learning and the learning in isolation are similar, up to a O ( ) term, which we

interpret as the cost of the meta learning, and which is much smaller than the main O (dlo%) term
of the excess risk.

5.3 Learning Mixtures of Gaussian Priors

In this subsection, we generalize the result of the previous subsection to priors that are mixtures of
Gaussians. We still assume that Assumption 1 (Bernstein’s condition), (3) and (10) hold. We first
assume that the number of components K in the mixture is known. Under these hypotheses, the set
of possible priors 7 is

K d
M= {pw%tﬂ =Y wr QN (i 0h ) 1 Yk € [K],wy > 0,17 w = 1} , (13)

k=1 =1

where [K] = {1,..., K} . We add a Dirichlet prior Dir(§) on the weights w of the components in
the mixture, and the set of distributions on priors becomes

g:{q5777€27b:D1r ®Nﬂ”,§k®®l“2bk 5—(51,...,5K)ERK}, (14)

ke[K]
i€[d]
while the prior on priors is chosen as A = Upe082p for some parameters 52,3 and [y £
(1,...,1)T € RE . We define
. : 2
Bx(P)i= il Ery,, |in 107~ )]

Proposition 10 Under Assumption 1, (3) and (10), the excess risk of I defined in (8) for M and G
defined in (13) and (14) is bounded as follows:

EPLTESLTEWNﬁ [5(71')] -& < Cvﬁnite(K’ n) + CVGaussian (d7 ZK(P), n, T)
+ Cvmeta(Ta n, d7 K7 [:77 ?)7

where CVigpite(K,n) =

9 meta v 10y My T °

n

Let us analyze each of the terms of the above bound. The first term CVgpie (K, n2) is the bound we
had in the finite case of Subsection 5.1. Visualizing our K mixtures as the K points in the finite
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case, this term is the time required by our estimator to select the right mixture. While this term
makes the convergence rate of O ( % + %) notably worse than the O (%) we might hope for, it is
essentially unavoidable as it appears in the much simpler model of a finite set of K parameters
described in Subsection 5.1.

The next term CVgayssian (d, X i (P), n, T') is exactly the main term of the bound obtained in the
Gaussian case of Subsection 5.2, with the exception that 3(P) is replaced by Xk (P), and scales
with the convergence time to the best Gaussian for every task ¢.

Eventually, the last term CV e (T, 1, d, K, b, €2, 7) is the convergence term at the meta level
andis a O (%). This is the cost of the meta learning compared to the learning in isolation.

Since this term is very small in the 7" > n regime, it enables to sometimes shrink the rate of the
Gaussian term from O (1) down to O () in the most favorable cases, hence justifying the use of
the meta learning.

Remark 11 One may think, looking at the bounds in the two previous cases considered, that the
(@) (% + %) convergence rate in the case of mixtures of Gaussians is slower than the one for Gaus-
sians which can be as fast as O (%) In reality, the rate of convergence is (naturally) faster for the
model of mixtures of Gaussians, because in the case of mixtures of Gaussians, the convergence term
CVéaussian (d, X (P),n,T) is O (%) under the assumption that X (P) < %, while in the Gaus-
sian case, the much stronger assumption ¥(P) = X1(P) < % is required. Under this assumption,

the similar rate O (%) is naturally achieved.

Remark 12 We would like to draw a parallel between the Gaussian mixture prior approach and
the conditional meta-learning (CML) framework (Denevi et al., 2020; Wang et al., 2020; Denevi
et al., 2022). In contrast to standard meta-learning, CML enhances adaptability by conditioning
learning on specific variables, such as task attributes or environmental contexts, allowing adaptive
strategies to be tailored to task requirements. This guarantees not only generalization of the model
across tasks, but also adaptation of strategies to unique environmental conditions, just as mixture
models and their ability to represent complex data distributions through combinations of simpler
distributions. Thus, learning a mixture of priors is conceptually similar to CML. Note however
that the hypotheses used in theoretical works on CML are based on convexity (Denevi et al., 2020,
2022), which is fundamentally different from the ones used in our PAC-Bayes analysis. It might be
interesting to develop a unified framework that encompasses both approaches and produces results
for both settings.

We now consider the case when the number of mixtures K is unknown. The set of priors hence
becomes the set of all (finite) mixtures of Gaussians:

+o00 d
M= {pw,“,(ﬂ => wpe QN (i 07,) K >1:Vk > K + 1wy, = o} . (15)

k=1 =1

In the definition of the set of distributions on priors G, we assume that K < T (otherwise, there is
a high chance of overfitting). We then set a Dirichlet prior ¢, on the number of components K, and
given K, set the same model as before, denoted by g5 ; ¢2 i Formally,

g= {qa},é,’r,§2,b = ¢z X qé,¢,§2,b|K}7 (16)
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and we set the prior on priors A = ¢

1y I 0,825 An application of Theorem 5 gives the next bound.

Proposition 13 Under the same conditions and using the same notations as in Proposition 10, the
excess risk of I1 defined in (8) for M and G defined as in (15) and (16) is bounded as follows:

EPl:TESLTEﬂ'Nﬁ [5(71’)] - &

< ot {cvﬁnitem, 1) + CVGaussian (d, S (P),n, T) + CVIKROWR (D oy [ b, £2) }
c

where the convergence term at the meta level becomes

- - o 201 log T’
CvunkDOWH(T’ n7 d7 K, b’§ ) = Cvmeta(T7 n7 d) K; b7§ ) + ( + 83—)16' Og .

meta

Our estimator takes w to find the optimal number of mixtures at the meta level. This
is the price to pay to have the infimum on K in the bound. When 7' > n and when no prior
information on K is available, this clearly improves upon the bound of Proposition 10, and hence
justifies setting a prior on K at the meta level rather than choosing an isolated K, pleading again in
favor of the meta learning. The proof of all the results of this subsection is given in Appendix H.

6. Discussion

In recent years, the statistical guarantees of meta-learning have received increasing attention. In
the following paragraphs, we present a short review of the literature on the statistical theory of
meta-learning, followed by a brief discussion of three papers that are closely related to our analysis.

6.1 Theoretical Bounds in Meta-Learning

The first theoretical analysis of meta-learning goes back to Baxter (2000), who introduced the notion
of task environment and derived a uniform generalization bound based on the capacity and covering
number of the model. Following this i.i.d. task environment setting, many other generalization
bounds have since been provided for different strategies and proof techniques, including VC theory
(Baxter, 2000; Ben-David and Schuller, 2003; Maurer, 2009; Maurer et al., 2016; Guan and Lu,
2022b), algorithmic stability (Maurer and Jaakkola, 2005; Chen et al., 2020; Al-Shedivat et al.,
2019; Guan et al., 2022) and information theory (Jose and Simeone, 2021; Chen et al., 2021; Jose
et al., 2021; Rezazadeh et al., 2021; Hellstrom and Durisi, 2022). A related approach for deriving
such bounds is based on PAC-Bayes theory. First proposed in the meta-learning framework in
the pioneering paper of Pentina and Lampert (2014), this idea of learning a hyper-posterior that
generates a prior for the new task has been taken up several times in the recent years (Amit and Meir,
2018; Ding et al., 2021; Liu et al., 2021; Rothfuss et al., 2021; Farid and Majumdar, 2021; Rothfuss
et al., 2023; Guan and Lu, 2022a; Rezazadeh, 2022). In particular, Amit and Meir (2018) derived a
new PAC-Bayes bound, which they applied to the optimization of deep neural networks, albeit with
computational limitations. This latter concern was partially addressed by Rothfuss et al. (2021),
who also specified the hyper-posterior and extended the results to unbounded losses, and further
investigated their study in (Rothfuss et al., 2023). Some papers combined ideas from different
literatures, such as Farid and Majumdar (2021), who explored the link between PAC-Bayes and
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uniform stability in meta-learning, and provided a precise analysis of stability and generalization.
Excess risk bounds have also been provided in the i.i.d. task environment framework, see (Maurer
et al., 2016; Denevi et al., 2018a,b, 2019a,b, 2020; Balcan et al., 2019; Bai et al., 2021; Chen and
Chen, 2022). The task environment assumption has recently been challenged, for example by Du
et al. (2020) and Tripuraneni et al. (2021), who proposed to use assumptions on the distributional
similarity between the features and the diversity of tasks to control the excess risk, an idea further
explored by Fallah et al. (2021) who exploited a notion of diversity between the new task and
training tasks using the total variation distance. Finally, a detailed analysis of regret bounds in
lifelong learning has been carried out in recent years (Alquier et al., 2017; Denevi et al., 2018b,
2019b; Balcan et al., 2019; Khodak et al., 2019; Finn et al., 2019; Meunier and Alquier, 2021).

6.2 Comparison to (Denevi et al., 2019a)

and (Denevi et al., 2019a) is probably the study that is the most related to our paper. The authors
provide statistical guarantees for Ridge regression with a meta-learned bias, and focus on the use-
fulness of their strategy relative to single-task learning, proving that their method outperforms the
standard /»-regularized empirical risk minimizer. In particular, they can achieve an excess risk rate
of order O (1 / \/T) in the favorable case X(P) < 7, where X(P) is a variance term similar to the
one we defined in our Gaussian example.

6.3 Comparison to (Guan et al., 2022)

To the best of our knowledge, Guan et al. (2022) is the only work in the meta-learning literature that
addresses fast rates with respect to the number of tasks 7" under the task environment assumption.
However, we actually show in our paper that there is no need to extend Bernstein’s condition when
using exact Bayesian inference and that the final posterior naturally satisfies the extended Bernstein
assumption, thus giving fast rates with respect to I', while Guan et al. (2022) require an additional
Polyak-t.ojasiewicz condition to achieve fast rates. Furthermore, their analysis is very different in
nature, relying on stability arguments to derive generalization bounds, while we use PAC-Bayes
theory to control the excess risk.

6.4 Comparison to (Guan and Lu, 2022a) and (Rezazadeh, 2022)

Finally, Guan and Lu (2022a) and Rezazadeh (2022) provide fast rate generalization bounds based
on another version of Catoni’s PAC-Bayes bound. While these are indeed very nice results, the cost
is that the empirical risk in the right-hand side of the bound is multiplied by a factor ¢ > 1. In terms
of excess risk, this leads to fast rates only in the case where the optimal risk is null. On the other
hand, if the optimal risk is positive, this would not even prove consistency. To reduce the factor in
front of the empirical risk to 1 would return a slow rate.

7. Conclusion and Open Problems

We provided an analysis of the excess risk in meta-learning the prior via PAC-Bayes bounds. Sur-
prisingly, at the meta-level, conditions for fast rates are always satisfied if one uses exact Gibbs
posteriors at the task level. An important problem is to extend this result to variational approxima-
tions of Gibbs posteriors.
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Appendix A. Notations

The following is a complete list of all the notations introduced throughout the paper.

observations of task t: & =
(Zt,h coog Zt,Nt) 1.i.d. from Pt,
conditionally on (P, Ny)

20

Name Definition Page
Ensembles
Observation space Z p4—
Decision space (C) p4
Set of all probability distribu- 7P(O) p4
tions on ©
Subset of potential posteriors F C P(O) pS
(often chosen to be parametric)
Set of priors ™ M pll
Set of all probability distribu- P(M) pll
tions on M
Subset of potential posteriors on G C P(M) pll
PM)
Loss function

Loss function :Zx0 =Ry pd |

Observations and Data Distributions at the within-task level ]
Sample size of task ¢ N p4—
Observations (i.i.d.) of task ¢ Lty Lt N, p4
Sample of (i.i.d.) observations S; = (Zeas.- o, ZeNy) p7
of task ¢
Distribution of the (i.i.d.) obser- FP; pS
vations of task ¢

Distributions at the meta-level
Distribution of P p8 |
(P1,N1),...,(Pp, Ny) when
they are assumed to be i.i.d.
Expected sample size n pll
Expectations B

Expectation with respect to one [Ez.p, pS—
observation from task t: Z ~ P;
Expectation with respect to the Eg, p7
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Expectation with respect to the
observations of all the tasks
t € {1, . ,T}Z S o~
Py, ..., 57 ~ Pp, conditionally
on (Pl, Nl), P (PT,NT)
Expectation with respect to the
observations of an out-of-sample
task 7'+ 1: Sp41 ~ Prqq, con-
ditionally on (Pp41, Np41)
Expectation with respect to a
task t € {1,...,7 + 1}
(P, Ny) ~ P

Expectation with respect to all
the tasks t e {1,...,T}
(Pl, nl), 000 (PT,Nt) ~ P
Short for Ep, . ., when N =
1 =... = Np = n are deter-
ministic

Expectation with respect to a pa-
rameter 6 sampled from a distri-
bution p: 6 ~ p

Expectation with respect to a
prior  sampled from a prior on
priors II: m ~ 11

Es,, = Es, ...Es

]ESTJ,-l

Ep, n,

T

]:EPI:Tle:T

]EPI:T

Eg~p

]:ETI‘NH

pll

p8

P8

pll

pl2

pS

pl10

Parameters

Parameter of Gibbs posterior at
the within-task level

Parameter of Gibbs distribution
on priors at the meta level
Bound on the loss

Bernstein’s condition’s constant
(common to all tasks)

B

C

C

pS
pll

pb
p6

Empirical and Expected Risks at the within-task level

Prediction Risk of task ¢
Minimizer of the prediction risk
at task ¢ (existence implicitly as-
sumed)

Optimal prediction risk of task ¢
Empirical Risk at task ¢
Surrogate risk estimate of poste-

rior p with prior 7 and parameter
o at task ¢

RPt (‘9) = EZNPt [[(Z, 9)]
07 £ argmingee Rp,(0)

R;'t 2 inf@G@ RPt (0) = RPt(Q;fk)

Ri(0) =
Bt(p7ﬂ-7

ivztl K(Zt,ia 0)

OéNt

21
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~ ~

Surrogate risk estimate of Gibbs ~ L;(m, ) 2 By(pi(7, ), 7, ) p9
posterior with prior m and pa-
rameter « at task ¢
Expected surrogate risk of Gibbs ~ £;(, ) 2 Eg, [Et(ﬂ, a)} p9
posterior with prior m and pa-
rameter « at task ¢
Minimizer of the expected surro- 7% £ arg min, Ep, n, [£i(T, )] p9
gate risk of Gibbs posterior with
prior 7 and parameter «
Expected variability of the loss  V;(0,0;) £ Ezp, [|€(Z,0) — ((Z,67)?] po6
at task ¢ with respect to 6
Empirical and Expected Risks at the meta level
Meta risk 8(7T) LS EPTJrlVNTJrlESTJrlEgNPT_H(W’a) [RPTJrl p8
Oracle meta risk E* 2 Epy, i Npys [Rp,., ] p8
Prior and Bayesian Estimators at the within-task level
Within-task Prior (common to 7 pS—
all tasks)
Gibbs posterior at task ¢ with p;(m,a) £ argmin e p () Bi(p, 7, ) p>
prior 7w and parameter «
Variational approximation on F  ps(7,a, F) = argmin,,c r Bi(p, 7, a) p5
of Gibbs posterior at task ¢ with
prior 7 and parameter «
Prior and Bayesian Estimators at the meta level
Prior on the set of priors A pll
Gibbs distribution on priors 14 argminyeg {Iq“(ﬂl;”/\) pll
+% Zthl Er~m [Bt(pt(Tﬁ a)7 T, a)] }
Variational approximation ﬂ(]—' = argming g {Kng[,A) pl2
of Gibbs distribution on pri-
ors based on the variational +7 S B [f?t(pt(ﬂ, a, F),m, a)} }
approximations p.(7, o, F)
Applications to the Models of Gaussians and Mixtures of Gaussians
Lipschitz constant of the loss L pl5

(only used when the loss is as-
sumed to be Lipschitz, in some
applications)

Parameter o of Gibbs posterior «
at the observation level

Parameter 3 of the prior on pri- = m

ors at the meta level

Expectation of the optimal pa- p* = Ep, [0 4]
rameter

_ 1
e

pll

pl5
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Distributions and Parameters in the Gaussian Model

Joint distribution of d iid. p, .22 QL N (ki 07) pl5
Gaussians  of  expectations
Plye ooy g and  variances
o2... o2
Set of priors M=E{p,2:Vield,ueR,0? >0} pl5
General parametric form of prior ¢, g2, £ <®?:1 N (7, 512)) ®I'(2,b) pl5
on (u,c?) as the joint distribu-
tion of d ii.d. Gaussians of
expectations 7y, . . ., 74 and vari-
ances &7,...,£3, and an inde-
pendent gamma distribution of
parameters (2, )
Set of distributions on priors = {qﬂgz’b :Vield],r; € R,fg >0,b> O} pl5
Prior on priors AE 'R pl5
Parameters of the prior on prior £2,b plS5
A
lfosterior of priors in the bound o2 U 2, p34
II
Parameters of 11 7,62 p34
Variance of the optimal parame- X (P) = Ep,.,, [[|05.,, — p*||] pl5
ter
Model of Mixtures of Gaussians with Known Number of Mixtures
Number of mixtures K pl6 |
Mixture of joint distribution of d  p,, ,, ,2 = Zszl Wy ®?:1 N (p i, a,ii) pl6
i.i.d. Gaussians
Set of priors M £ {Pwpo? * bei € R, 0',%7Z~ > 0,w, > | pl6
0,1Tw =1}
General parametric form of prior g5, ¢2 ;, = Dir(6)® <® icld N (Th,is 5,%)) ® | pl6
on (w, 1, 0?) ke[K]
(®ery 2. 00))
Set of distributions on priors G = {asre2p : V(i,k) € [d] x [K],6, > | pl6
0,7k; € R, & > 0,b; > 0}
Prior on priors AE U, 0827 pl6
Parameters of the prior on prior &2 = (&7,...,&%),b = (by,...,bk) pl6
A
K -Variance of the optimal pa- Xg (P) 2 | pl6
rameter infr 7 Epp,, [mingerr) 105 — %%

Model of Mixtures of Gaussians with Unknown Finite Number of Mixtures
Mixture of joint distribution of d  p,, ,, 52 £ > pey ®Z0-l:1 wiN (g 4, o,%yi) pl7
i.i.d. Gaussians
Set of priors M2 {Pwpo2 1 IK :Vk > K + 1w, = 0} | pl7

23
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Prior on the number of mixtures g, = Mult(z1, ..., 27) pl7
K
Prior on the parameters given the g5 - ¢2 | = Dir(6) ® | pl7
number of mixtures
(@ iefa) N (i g,z)) ® (Queii T2 b))
ke[K]
General parametric form of prior g, 5 ¢2 2 g x 05,r62 | K pl7
on w, fi, o
Set of priors on priors GE {qrsrerp} pl7
Prior on priors A2 Q11r 15 0820 pl8
Probability Distributions
Multinomial distribution of sup-  Mult(x) p25 |
port [K] and parameters z =
((1}1, ce ,l‘K)
Gaussian distribution of mean 1 N (u, 02) p25
and variance o2
Gamma distribution of parame- I'(a,b) p25
ters (a, b)
Dirichlet distribution of sup- Dir() p25
port [K] and parameters 0 =
(61,...,0K)
Miscellaneous
First K positive integers K] = {1,...,K} pl6 |
Vector of ones Ig2(1,...,1)" eRE pl6
Kullback-Leibler divergence be- KL(p||7) p25
tween distributions p and 7
Dirac distribution of parameter ) & { itz = N/A
9 0 0therw1se
Indicator function of the validity Ip = { L if Bernstein’s condition holds p7
., .. 0 otherwise.
of Bernstein’s condition
Entropy of distribution Mult(z) H(z) p25
Gamma function D(z) £ [0t te7tdt p25
Digamma function P(z) = FF,((;)) p25

Appendix B. Some Useful Formulas

The following (known) results are used throughout the text. They are recalled here without proof.

B.1 Concentration Inequalities

For Hoeffding and Bernstein see (Boucheron et al., 2013).

example (Catoni, 2007).

24

For Donsker and Varadhan, see for
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Lemma 14 (Hoeffding’s inequality) Let Uy, ..., U, be i.i.d random variables taking values in an
interval [a, b]. Then, for any s > 0,

n . X ’r152(bfa,)2
E {eszz':ﬂUz—E(Uz)]} <e s .

Lemma 15 (Bernstein’s inequality) Let Uy, ...,U, be i.i.d random variables such that for any
k> 2, |
k!

E [in\’“} < SVeh2 17)

Then, for any s € (0,1/C],

ns?v

E {eSZ?:l[Ui_E(Ui)]} < 21507
Note that in particular, if |U;| < C almost surely, (17) always holds with V = E(U?).

B.2 Donsker and Varadhan’s Lemma

Lemma 16 (Donsker and Varadhan’s variational inequality, 1976) Let i1 be a probability mea-
sure on ©. For any measurable, bounded function h : © — R, we have:

log By, [e"@] = sup {Eoo,[n(0)] - KL(plm)}.
PEP(O)
Moreover, the supremum with respect to p in the right-hand side is reached for the Gibbs measure
wn, defined by its density with respect to |
eh(@)

dpn oy
CHR 9y = B 0O

dp

B.3 KL Divergence of Some Known Distributions

Denoting by H (x) the entropy of (x1, ..., z7), recall that the KL divergence between a multinomial
distribution of parameters (z1, ..., x7) and a multinomial distribution of parameters (%, cen %) is
1

KL (Mult(:z:)HMult <T>> =logT — H(z). (18)

Recall that the KL divergence between 2 normal distributions is

1 2 2

KL (W (1, 0”) N (7,5%)) = 5 <(“ 02“) +Z —1+log %5 ) (19)

o?

Recall that the KL divergence between 2 Gamma distributions is

_ - _ r@ - b b—b

KL (T(a, )T (@,)) = (a - @) t(a) + log F((a)) Falog s +a= . (20)

a

where v denotes the digamma function, and I" the gamma function. Recall that the KL divergence
between a Dirichlet distribution of parameter 6 and a Dirichlet distribution of parameter 1x =
(1,...,1)is

KL (Dir(4)||Dir(1x)) = log

r(17s) K §
T'(K) x [Tr—, T(dx) +;5’“_1( o) — (1 6)). 1)
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Appendix C. Proof of Theorem 1

We mostly follow the proof technique developed in (Catoni, 2007). For any s > 0, fix § € © and
letU; = E[l(Z;,0)] —U(Z1:,0) —E[l(Z;3,07)]| +(Zy3,07) forany i € {1,...,n}. We are going
to distinguish two cases, whether or not Assumption 1 (Bernstein’s condition) is satisfied.

If Assumption 1 is satisfied, we apply Lemma 15 to U;. Note that in this case, V' is actually the
variance term V;(¢, 6;). So, for any s > 0,

ES < e 20-50) |

B * 7 * ns2v 0,05
t [esn(Rw)Rt(e)Rpt+Rt<ot>)] i)

We let s = \/n, which gives

N7 N A2V (6,67)
Es [eA(RP’f(G) £4(0) RPt"’Rt(et))] SGQ(nfC;).

t

Making use of Assumption 1 gives

. A /\QC(RP (0)71373)
Es [6A<RPt(9)‘Rt(")‘RPt+Rt(9t))} <o Tmow

t

If Assumption 1 is not satisfied, we apply Lemma 14 to U;, which gives, for any s > 0,

Es

8

t |:esn<Rpt(€)]:Zt(G)R}tJrRt(O;‘))] <onie

Letting s = A\/n gives

ES <e 8 .

t

[eA (Rpt (9)—Rt(0)—R}t+Rt(93))] A2¢2

Defining the general bound

Mc(Rp,(0) — R},) N2
= L] 1-1 22
2(’1’L — C)\) B+ 3n ( B)7 ( )

where [ is equal to 1 if Assumption 1 is satisfied, and 0 otherwise, it holds in either case that

Es

: [e)‘(RPt((?)Rt(@)RRJFR‘(G;))] <.

Rearranging the terms gives

Es

t

[@(Ra(e)%VXRt<9>+Rt<9:>)] <1

Next, integrating this bound with respect to 7 and using Fubini’s theorem to exchange both integrals
gives

EsEy [GA(RPt(e)R;tVXRthRt(ez))} <1
t ~T —
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We then apply Lemma 16 to the argument of the expectation with respect to the sample, and we

have
Es SR pep(e){ Eomp R, (0)~ R, =5 —Ru(0)+Ru(6))] ~KL(plm) } | _
: <1.

Jensen’s inequality implies

B [sppep (@) {Bons [Rr, (0)—Rp ~{—Re(@)+ Rulon) | Q12 )

in other words,

Es

t

* W - ~ o KL
sup {Eewp [Rpt (6) ~ Ry — 5 — Rul0) + uls; )] _ (Af’””)}] <.
pEP(O)

At this stage, we can replace WV by its value given in (22) to obtain the bound:

Es,

sup {EM{ (1 - Q(n)\iﬂi’)\)> (Rp,(0) — Rp,)

pEP(©
A -Tp) oo o1 KLl
- & B — R(0) + Re(0; )} - \ }] <0.

Next, we rearrange the terms and replace the supremum on p by p; (7, a):

N 1
Es,Eompy(r.a) [P (0)] — Rp, < 1 s
2(n—C\)
N L KL(py(m, a)||7 AC2(1 -1
X <E$t |:E6N,0t(7r,04) [Rt(e)} — Ry (67) + ( t()\ L )} + (8n B)) '

We then replace A\ by an and by definition of Gibbs posterior p; (7, a), the above bound is the same
as

1

1
L - 2(?iga)

EsiEompi (o) [BP(0)] — Rp, <

KLY | o€ -n)).

an 8

Y (E& [inf {Eew [i(60)] — Fo0)
pEF
In particular, under Assumption 1, i.e., if [z = 1, the choice a = C#Jrc gives

* . > » * KL(p||7T)
ESt [Eﬁwpt(rr,a) [RPt (‘9)]] - RPt < QESt [;2;__ {EGNp [Rt (9)} - Rt(et) + T .
Without Assumption 1, i.e., if [ = 0, rewriting the bound and taking the minimum over « yields

. KL(p|m) , aC® H 7

an 8

B, [Bomptr (O]~ < it B, |t {Bo-y [70)] — 7060
and this concludes the proof. |
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Appendix D. Proof of Corollary 2

As this corollary is stated for one task only, let’s put n := N, for the sake of clarity. First,

Es, | inf Bi(p,m a)— Rt(eg)] =FEs, | inf {EQNP[Rt(e)] + KL(p””)} —Rt(eg)}

peP(O) PEP(©) an
KL(p||7 A
< inf Eg [EQNP[R,:(H)] (p” ) — Ry (et)]
pEP(O)
. pHTf
- f |Eg., [Rp (0 R}
pelg(@)[ o~p[ P, (0)] — Rp, + }

Now, for any s € (0, so], let ps be the restriction of 7 to the set {6 : Rp, () — Rp, < s}.

* [ * KL(IOSHF)
Es, | inf, Bulp.m.) — )| < int |Bony, (R (0)] - Rp + <L)

log - L
< inf |s+ m({6:R:(0) Rt(9t)<5})]

0<s<so an

T 0<s<sp an

[ d_logl 41
< inf |s+ Ogs+0g”7ﬂt]

by assumption. An optimization with respect to s leads to s = dr;/(an) < sg as soon as n >
dr+/(asp) and we obtain the first statement:

nea

E inf B — Ry(6F
St pelg(@) t(,O,ﬂ',Ck) t( t) = on

d7r t 10g ‘|’ log Rt
< .

Plugging this into Theorem 1 leads immediately to the other statements.

Appendix E. Proof of Lemma 4

First, we note that f : 2 — —2 log(x) is differentiable on [exp(—C7),1] and f'(z) = —L. Asa
consequence, |f'(x)| = 1/(7x) is maximized at z = exp(—C) and its maximum is exp(CT) /7.
This implies that f is exp(C7)/7-Lipschitz, that is, for any (z,y) € [exp(—C7),1]?,

Taking the square of both sides of the inequality yields

exp(2CT)
— 5

V(z,y) € [exp(—C7), 1], (f(z) — f(y))* < (z —y)> (23)

Then, f”(x) = 1/(72?) and thus, | f”(x)| > 1/7 (minimum reached for z = 1). This implies that
f is 1/7-strongly convex, that is, for any (x,y) € [exp(—C7), 1]> we have, for any 6 € [0, 1],

6(1—0)
2T

fOx+ (1 —=0)y) <6f(x)+(1-0)f(y) - (x —y)*
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We apply this inequality to # = 1/2 and rearrange terms, and we obtain

W(z,y) € lexp(—C7), 12, 8%(:1: _yp <@ S @) _ (I > y) | 24)

Finally, combining (23) with (24) yields

Ya) € foxp(~Cr), P (o) — S < BEPECT IR IW) g (20 ),

concluding the proof of the lemma. |

Appendix F. Proof of Theorem 5

The proof of Theorem 5 is structured as follows: we first bound the excess risk by the expectation
of the infimum of the empirical risk B;(p, m,«) — R(6}) in Lemma 17. Using classic techniques,
we turn this bound into the prediction risk.

F.1 Lemma

Lemma 17 Assume that the loss ¢ satisfies the boundedness assumption (3) with constant C. Then,

the following bound holds with the choice 8 = m:
N 2
EPl:TlezTEsl:TEﬂ'Nﬁ [8(7{')] - g S WEPLTaNI:TESI:T
~ -Ca)

T A ) . o2
inf {;Z(&mn [Bu(pu(m,0),m,0)] - Ru(@))) + 2 CKI;(HHA)}+ C (18 m]j

11
g P

Proof For any t € [T, let

Ur i= Bulp(ms ), 50 ) — Bulpu(m, ).y,

s ey
Note that
E[Ut] = Ep, N, [L1(75, )] = Ep, n, [Lo(m, )],
where E[U] is a short notation for Ep, n,Eg, [U;]. Besides, note that, by the assumption on the
boundedness of 4, it a.s. holds that |U;| < C. Applying Lemma 15 to U, gives, for any 5 > 0,

B2T\7 ks
[66 S UEUD)] < o556

EP1;T7N1;TE51;T

and

~ A 2
V(?T) = EPT+1’NT+1EST+1 |:<BT+1(pT+1 (777 O‘)) , Oé) - BT+1 (pT-Fl(ﬂ-;a Oé), ﬂ-:;a Oé)) :| :

This factor can be bounded as V(W) < 8eCE[—Ur41] by Theorem 3, which states that Bernstein’s
condition is satisfied at the meta level, so that the bound becomes

8eCB2TE[Up 1]
Epir Ny Esy [eﬁszl(U’f‘E[Ut]”zwc?“] <1
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Integrating with respect to the prior m ~ A and using Fubini’s theorem yields

8eCB2TE[UT 4]

Ep . v Es Fro eﬂthl(Ut—E[Umw] -

Next, by an application of Lemma 16, the left-hand side becomes

8eCB2TE[U.
supriep (o { Brmn |8 ST (VB0 + k] | v |
Epy.; NrEsp |€ <1

We then make use of Jensen’s inequality and arrange terms, so that the bound becomes

EPl:T7N1:TEsl:T

sup
IIeP(P(H))

ET(‘NH

127’: (U, — E[U]) + SCPEUr]

T 2(1 — B0) =0.

KL(I][A)
-

t=1

We replace the supremum on II by an evaluation of the term in IT and arrange terms, so that the
bound becomes

T
860515 [Ur41]
IEP1 7,N71. TES1 T~ Tl Z E 1_—ﬁ0)
t*l
T
1 KL(TI|[A)
S IE1:)1:T7]\[1:TIESI:T _T Z ET{'Nﬁ[ ] 5T ?
t=1

which is identical to

8eCp
<_1 + M) EPl:T»Nl:T]ESI:T]EﬂN]:[]EPTJrI7NT+1]EST+1 [UT+1»NT+1]

KL(II||A
S Ep gy NurEsi |- ZE,TNH [Us] + ( 14)

pT
Then, we replace U, by its value for t € {1,...,T + 1}, yielding the bound
8eCf
<1 - 2(1_C«B)> EPl:T7N1:TE51:TE7er[EPT+1,NT+1EST+1 [
BT+1(PT+1(7F7 @), T, o) — BT+1(PT+1(7TZ7 ), T a)]
¢ KL(TT]A)
<Epyp Ny Bsi Z it | Belpu(m,0),m,0) = Bilpu(nt, o), 3o 00| + ===
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Since the term By (py (%, o), 7%, &) does not depend on 7 ~ II, we can simplify it on both sides of
the inequality, which gives

8eCf .
<1 - M) EPl:T7N1;TES1;TE7er[EPT+17NT+1EST+1 [BT+1(pT+1(7rv O‘)a T, a)}

8€Cﬁ *
WEH r.N.rEsy.r [BT-H (pr41(my, @), 7y, 04)]

1 . KL(II||A)
S ]EP1:T7N1:TESI:T T tZ:; Eﬂ'r\/f[ |:Bt(pt(ﬂ-7 a)? , a):| + /BT (25)
Theorem 1 provides the following lower bound for any 7/, and any (Pr1, Np41):
EST+1 BT+1 (pT-‘rl (7T/7 Oé), 7T/7 a)i|
aclp
= (1 - 2(1—Ca)> Esr i Bonpr(n.a) [Rer (0)]
aclp . aC?(1 —1p)
—_— - ———. (26
+2(1—Ca) Pro 8 (26)
This further implies that
- ; , aclp N
EST+1 BT+1(PT+1(7r 704),7T ,04)} > 1- m RPT+1
aclp aC?(1 —1p)
—— R} - (27
+2(1—Ca) Pri1 8 @7)
for any 7', and (Pr41, Np41). In particular, applying (26) to 7' = 7 and (27) to 7 = =%, and

injecting the results in the left-hand side of (25) gives

aclp 8eCf
<1 21— Ca)) < 21— CB)EPTH,NTH [RPT+1]

8eC'p
+ (1 - 2(1_0/3)) EPL%NLTESLTEwNﬁEPTH7NT+1EST+1E9~pT+1(7r’,a) [RPT+1 (9)] >

aclp 0402(1 —1p)
WEPT»NM B -5
T .
KL(II||A
<Ep, ;N Esyp Z [Bt (pe(m, ), a)} + (BTH)

We remove &* = Ep,., | Ny, [R}TH} from both sides of the inequality and arrange terms, so that
the bound becomes

aclp 8eCp . aC?(1 —1p)
(1-rem) (- m=cm) (EPM’N”ESMEM gl = ¢ ) SR T
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S IEJDI:T7]\'71:'11]:ESI:T

S ., KL(II]4)
z; |:Btpt7TOé) 7[',04)}—5 —1—7

By definition, I1 is the minimizer of the integrand of the right-hand side, and therefore,

26 {111 ZT: (EWNH [Bt(f’t(”v @), ™, a)} - Rtw:)) + KL(H”A)}

< EPl;T,Nl:TESLT

t=1 pT
C3(1-1
L o0 B),
8
and the choice 8 = T +8 (F=are, yields
. 2
EPLT,NLTESLTEﬂ-Nf[ [5(71-)] &< 1T]IB]EP1:T:N1:T}ES1:T
T 2(1-Ca)
. 1 - A (1 + 8e)CKL(II||A)
ﬁléfg {T tz:; (Eﬂwn {Bt(pt(ﬂ',a),w,a)} — RAGI)) + T
aC?(1 -1
|l B>] |
8
which concludes the proof of the lemma. |

F.2 Proof of Theorem 5

From Lemma 17,

EPI:T»NI:T]ESI:T]EWN]:[ [g(ﬂ)] - &

T
2 . 1 R .
= 1— 2(?2115&) Ep . Nur By ﬁgfg{T Z <E7TNH {Bt<pt<7T,Oé),ﬂ',a)] — Ry(6; ))

L+ Se)CTKL(HHA) } . ac2(18— ]IB)]
2

< mﬁgnganNmEsm{T Z( Il [Bt(pt(w a), a)] — Rt(@*))

| (L+8)CKLTJA) | aC>(1 - Ip) }

T 8
2 . . . .
- 1_ _aclp ﬁrelfg EPT+1=NT+1EST+1 <E7TNH [BT-H(IOT-H(ﬂv a), T, Ct)} - RT+1(9T+1))
2(1-Ca)
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| (L+8)CKL(IJA) | aC?(1 - HB)}

T 8
< # inf Ep N E E..n inf [E [R (9)] + M
S 1= 2(?211109&) I pEP(O) Orp T aN741
A 1 + 8¢) CKL(II||A C*1-1
- RTH(Q;}H)] L (14 8)CKL(IT[A) , aC*( B>}
T 8
2 KL(p||m)
< ——  infE E f E Eg,|R 0
~1- 2(?—]10@) ﬁrelg PT+17NT+1{ Hpelg(@) ST+1 0 p[ T+1( )] + aNT+1
R 1 + 8¢) CKL(II||A C*1-1
_ me;m] . (L+8O)CKL(ITA) | aC¥( B>}
T 8
2 . . KL(plm)
= % rllIéfg ]EPT+17NT+1 {EWNH pelg(f@) [EGNP [RPT+1 (‘9)] - RPT+1 + m
. (1 + 8e)CKL(II||A) . aC?(1 —1p)
T 8 ’
This ends the proof. |

Appendix G. Application of Theorem 5 to the Gaussian Case

In this section and until the end of this paper, we assume that Bernstein’s condition (Assumption 1),
(3) (the loss is bounded) and (10) are satisfied. For the sake of clarity, we recall (10): for any P; and
any f € ©,

Rp,(0) — Rp, < L[|0 - 07|

In this section and in the next one, we set o = and § =
equations.
In this section, we assume that priors follow Gaussian distributions, and we consider the set of

all Gaussian distributions

- jc m in order to compactify the
{p;w2 ®./\/ (i, 02) : Vi € [d], i € R, 07 € Ri}

We choose the prior p; (52, . 52) € F (and hence, the variances are the same for all coordinates). A
straightforward application of (19) gives

ﬂ\,\ Q[lj

14 )2 2
KL(p,u,UQ |pﬂ,(5-2,.“,a 5 Zl [ + — — 1+ log (
1=

G.1 Bound in Isolation

We start from the bound in isolation from Theorem 1 at¢ = T + 1:
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]EST+1E0~/)T+1(7F,O¢) [RPTJrl (9)] - R}TJFI < 2 ;I;f; {E9~pm(,2 [RPT+1 (9)] - R}T+1

d 2 ~2

1 (i — fi)*  o; o
— —1+log— .
+2anz< a2 T3 * Oga?

=1

Using the assumption made in (10), the bound becomes

EST+1E9NPT+1(7F,(X) [RPT+1 (9)] - R?—"TJH < Q;ilrier {LEGNp%gz [He - ‘93‘“4-1”2]

d
lp—pl? 1 Ko 7’
—- —1+log— .
+ 2an +2an; o * Oga?
We can then perform an exact optimization on o2 which yields o? = H;;ﬁ, and after simplifi-

cations, the bound becomes

EST+1E9~pT+1(7r,a) [RPT+1 (9)] - R*PT_H < 2/?(1;2 {LEGNI)H,LJ [HG - 0;‘+1H2]

_ 72 d
+ Il — £ + log(1 + 2aLna?) .
2an 2an

We can easily compute the expectation

EGNPHYGQ [”9 - Q;HHQ] = llu— ‘9;“+1H2 +|lol?,

T S 2004 1 i+ —g i L
and then perform an exact optimization in u, which gives u; = %{m”w, and replacing in

ang?

the bound yields, after simplifications,

* 2L — * 2 d —2
Esr i1 Bompr s (mo) [BPpy (0)]—Rp,, < m“#‘ernﬂn +%10g(1+204Ln0 ). (28)

The objective is to see if we can achieve a better bound than the above with the meta-learning.

G.2 Bound for the Meta-Learning

For the meta-learning, we need to define our set of priors on the priors G, which we choose as the
family of distributions ¢, ¢2 ;, on (fi, 52), where

d
Gre (i, 0°) = [@N(ﬁz;n,ﬁf) @ T(52%:2,b).

i=1

Fix a prior on priors A We choose II = ¢ 2. where

- q07g2 75.
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1 <& R

T in S Egonu(n) o2 | (0
T u(g,l}wgl(t){ O~N (u(t),0%(t)) [ t( )}

) ) -
L Z{(ui<t>_;ui>2+of<t>_Hlog o’ ”

~

~ 22 .
(7,£°,b) = a’rgmln77£27b{E(N»UZ)NQT,QJJ

20m 7 a2 o2(t)
d =] b b=b
1 2 g2 2 log 2 + >3~
+7Z = :—7’—14-log£—2 p—b bR
28T — €2 g2 & ] 6T

where I'(-) is the gamma function and ¢(-) = I'/(-) /T'(+) is the digamma function. By an application
of Theorem 5,

Ep,Es, B, _gl€(m)] — € < 4 i?sz{

. k
E([],a'Q)NqT,&Q’bEPTﬁ»l Ln;_gl EGNPH’C,Q [RPT+1 (6)] - RPT+1

d _ _
LS [(i= ) o 7
Zi 14 log —
+2an;[ a2 T3 - Ogaf
d = b, b=b
1 2 52 log = + 5
+— é——f—1+bg +—2——".
26T ; £ g2 5.2 BT

The assumption made in (10) implies that

EQNPM?UQ [RPT+1(9)] - R*PTJrl < LEONp#702 [HH - 0;—&-1”2] .

With the choice py = -+ = pug = 607, the previous bound becomes

Ep, . Es  E__gl€(m)] —&" <4 inf {E(ﬁ’(}z)wq , Epp [min{LHaH2
TE2h ,62.b 1,02

)

2

1 ul 72
2an;[ +_1+10ga]}]
MZ

52

T—1+10g£2

log% + E;bb
sT '

An exact optimization in o gives 02 = and after simplifications,

52
2aL02n+1 >

EPl;TES1;TE7r~f[ [E(ﬂ-)] - & < 47-1?2fb {E(M,Uz)N‘IT,§2,bEPT+1

L 2an &2

d 1 — [l
min { log (2omL62 + 1) + M}]
2am
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d = b b=b
1 & g2 logz+ -
=2 —1+1 6 2\
"o £2+£2 Bt D)
At this stage, we choose 1 = 07, Tl which, by definition, satisfies Rp,., , (9:} Jrl) = R}TH, and

choose 7 = Ep,. [07]. If 07, = 7 P-as., all the task have the same solution. On the other
hand, if 67 ; has a lot of variations, then the tasks have very unrelated solutions. Replacing in the
infimum above yields

Ep o, By ()] — €7 < 4295{

E( log (QanL62 +1) + L Epry, [HG}H — F‘”ﬂ]

2an a2
b | b=b
Llegt T
BT

d
PO~ 2 b | 9am

1< 52
+257TZ 5.2

Let X(P) = Ep,,, [[|05.1 — p*||*], this quantity will be very important in the rate. Using Fubini’s
theorem to invert the expectation w.r.t. i and the expectation w.r.t. Pr,; yields

2
2:2—1+10g

5?2

Ep o, By (7] — €7 < 4295,{

d _ 2(P) + €1
Es2r2,p) [m log (2anL&® +1) + W]
d

1
+27ng

We can then bound the expectation w.r.t. 52, as, by Jensen’s inequality,

52 &

10g2+z;bb
.

Ez2.r@.p) [%:lm log (20mL5—2 + 1)] < 4 log (2anLE[52] + 1)

2am
d danl
_ﬁlo < 2 —|-1>7

and

2 2
Bonoran [ZELE ] _ IR

20nc2 20m

We can then replace in the computation:

4anlL » 2
Ep,, B, E__o[€(r)] — £ < 4inf {2Zn log ( ons 1> L EP) +[el)e

&2 b 2an
d b, b-b
1 52 &2 log 2 + %37
— S i SN
TZ:: e + M= T
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52

An exact optimization in £? yields 53 = —aTr and replacing £2 in the previous bound gives
1+ an

N . d 4anL bX(P)
Ep Esy B gl€(m)] =& < 4inf { 5o 108 < T+ 1) + =

2an
I, d o, [ REBTY log £ + 23
R T T (-

t We then restrict the above infimum to the values of b in [1, T'], and by noting that, for any 1 < b <
T,
d dbe2 BT d €2 BT
log £ < log £
26T an 28T an

log & +ET - log%—i—l:)—l
BT - gr
we can replace those terms by their respective bounds in the above computation and extract them
from the infimum in 1 < b < T, and this yields

* . 2d 4anL 2b3(P)

2 F2 572 log L +b—1
2|7l L2 lg d&=pT a8 .
5§2T BT an BT

and

In the specific regime X(P) < d2 (d is here for dimension reasons), then the Gaussian is very
concentrated around its mean, and its variance is smaller than 7 on each axis. This implies that the
optimal parameter of the new task 7'+ 1 is going to close to 7, and we can benefit from the previous
tasks ¢ = 1,...,T to infer it. Hence, we expect a significant improvement over the learning in
isolation in this regime.

M is very small, and we will
(4O‘”L) and we choose b = T

For our bound, this means that in the infimum in b, the term
choose b large so that it minimizes the first term of the sum = log
We then bound the infimum on b by

8dL  2d
T e

where we used the majoration log(1 + x) < x. This yields the bound

= T T
8dL 2||7 |2 dg*pT? log 7 +b—1
Ep, Eg,,E_ =€ &< — —l 4
PI:T Sl:T ﬂ'NH[ (Tr)] — T + OZT ﬂé_ZT + /BT an + /BT
in the advantageous regime X(P) < %.
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Appendix H. Application of Theorem 5 to the Case of Mixtures of Gaussians

Similarly as in the previous section, in this section, we assume that Bernstein’s condition (Assump-
tion 1), (3) (the loss is bounded) and (10) are satisfied. For the sake of clarity, we recall (10): for
any P; and any 6 € O,

Rp,(0) = Rp, < LIl0 - 07>

and § =

Recall that we set o = in order to compactify the equations.

1 1
cC (1+8e)C
H.1 Case where the Number of Mixtures is Known

We first assume that priors that are mixtures of K Gaussians, where K is known:

K d
M = {pw,p,,o2 = Zwk ®N(Mk,ia Jl%,i) :
k=1 =1
V(i, k) € [d] x [K], uk,i € R, Ul%,i ERY ,wy > 0,1Tw = 1}.

We set the prior 7 = S+, @y N (fig, 5214). Then, denoting by g(; 1, o) the pdf of the normal
distribution N(u, 02), (19) implies, for any w, p, o2,

K

> b Wy (T ik, O
KL(pw,u,a2||7T) = / log k=1 k E .I‘ Mk,O‘]%)dZU
R4 Zk 1 ’U)kg(CC s UkId ke

wkg xZ; Mk?ak) 2
log wrg(T; pi, 0% )dx
/Rd Z wkg ; Mk,ffkfd) g

= Z welog * + Z WKL (g, o)W ik, 57210)

_ 2 2
1 Pk — ki) Ok
(w||w) + = 5 Zw E < &]% 5k }

O'
=1 k

where the inequality on the second line follows from the log sum inequality from Cover and Thomas
(2006), and the bound from Theorem 5 becomes, att =71 + 1,

. KL(w||w)
ESTHE@NPTH(W,O&) [RPT+1(9)] RPT =2 llILlf {EGNPw,u,ﬂ [RPT+1(0)]7RPT+1+T
K =32 0.2 _2
Zw Z ,Uk,z 72/%,2) '
k 1 i=1 O Uk: Ukz

The assumption made in (10) implies that

EQNN(H,O'2)[RPT+1 (9)] RPT 1 < LEQNN (1,02) [HH 0T+1H ]

It follows that the previous bound with the choice py = - -+ = px = 07 becomes
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a KL(w]|w)
EST+1E9NpT+1(7I',a) [RPT+1 (9)] RPT+1 <2 lnaf {sz HU H2 T
k=1
1 K zd: 9;41 i ,Uk z) 02 _2
2 n e et ok O'k i
While the choice piy = -+ = pg = 607, may seem less meaningful than in the Gaussian case

(with one single component), it is completely natural as the best possible choice for the parameter 6
is f1py. . In the computation, each component N (p, o) of the mixture brings an error term which
can be decomposed between a bias term and a variance term,

EGNN (p,o [HH 9T+1H ] = ||k _9;+1H2 + Ul% )
~—

bias term (first order)  variance term (second order)

for which the choice py, = 07, ; minimizes the first order error term. Next, we set the family G of
distributions on F:

g= {Q5,T,§2,b = Dir(é ® N (714, €2) ® (2,b) :

ke[K] =1
1€[d]

§=(61,...,0K) € RE V(k,i),& > 0,7 € R, b > 0,85, > o},

where Dir () is the Dirichlet distribution of parameter §. We set the prior on priors A

_ _ _ = q]-KvO?EQ?Z:)’
where 15 = (1,...,1) and £ = (5?, . ,g’%). Then, using (19), (20) and (21),

KL(Q&T

T K
)=log L1 9) + 300 = 1) (v(0r) - v (179))

( ) Hflrék k=1

& s by l:)k—bk
1 +25 (10g 2 4 :
Z(fk é fk) ;<0gbk b )

where ) is the digamma function. We can next use the bound from Theorem 5 and we have

Ep,.,Es., WNH[ (7")]

K
KL(wl|lw
<4 inf {]E @,02) g, - §2bEPT+1[lIf(le {LZwkHOkHQ w

6,7,62.b —1 an
K d 2 72
1 — L,
i o (e P
nk:l -1 Uk Ukz

1 T(176) 1 & -
" 3T 5 1)« [T o) 2T 2 (v660 =v070)

39



RIOU, ALQUIER AND CHERIEF-ABDELLATIF

1 & AN T
vk (gl i (e )

ki

Next, minimizing over 02 ; gives the optimal value and replacing in the above bound

ai
2anL6£ +1°
gives

EPlZTESI:TEﬂ'Nﬁ [5(7T)] _ (‘:* S 4571-122 b {}E(w7u70—2)Nq6,T7§2’bEPT+1 [

K

inf 4 KL(wl@) 1 165, — fan)?
Huljf { on 2 Z wy; log (2omLak + l) + Som Z Wy —————

g
) k=1 k

1 I(176) 1 & .
AT 8 T e [ Ty 29T 2~ D (v — 7))

1 & log Sk - log 2k by, — by
SEONES NN ) ()}

We are going to restrict the infimum inf,, to the set of w such that wy € {0, 1} for any k € [K].
In other words, we are selecting only the best component of the mixture in the optimization bound.
The reader can check that this is actually the exact solution to the minimization problem in the above
bound. As a result of this minimization, the bound becomes

EPlZTESLTEﬂ'Nﬁ [5(7“’)] _ 6* S 4571-122 b {}E(w7u702)NQJ,77§2’bEPT+1 [

1 1 d 1 0% — 2
min {10g+log(2anLaz+1)+ 16711 — Fie }]

kelK] | an wy  2an 2an 6,%

1 r(176) 1 & -
* 28T log I'(K) x Hff1 I'(6k) * 25T Z(ék -1 (1/)(5k) —v( 5)>

1 & log Sk = log by, — by
+4BT%1’:(£I¢ Ek: -1+ £2> 5TZ< bk+ b '

Please note that the term inside the expectation is, up to the minimum on k € [ s identical to
the one we had in the case of one single Gaussian mixture, except for the term _— log =, which
may be seen as a penalty for the choice of the component & € [K] in the mlxture We then bound

the expectation term in the above bound by first using Fubini’s theorem, and then inverting the
minimum and the second expectation:

Ep Es, B gl€(m)] — €7 <4 sof {EPT+1 [ [nin, {

2am

1 1 d L 1165 — iwl?
E(w,ﬂ,?ﬂ)wé,f,gz,b lom log o + an log (2anLay +1) + 52
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1 T(176) 1 &~y AT
+25TlOgF(K)><HkK—1F(5k)+2BTZ(6k Y (W’“) o(179)
g

+ L Z :2 L i bi — by (29)
48T gk gk BT — bk )

We can then bound the expectation term, which we decompose as

1 1 d 1105, — el
E(m’ﬁ’62)Nq6,T,§2,b [oml og o + Sam log (ZanLcrk +1) + S 52

1 1 d _9
= %EwwDir((g) [log wk} 5 —E_ 52~T(2,b1,) [log (2omLak + 1)]

an
. 16741 —nkn?]

20m 2

T},

(@,7,0%)~5 7 2,1

Jensen’s inequality helps to bound both the first term

1 1 1 1
— Ep~Dir(s) [109; ] < — log Egpir(s) []
an Wi an W

1y 176 -1
an & op — 1

and the second term

d _ d _
%Eagwr(z,bk) [log (2anLa +1)] < %103; (2a”LE 7T (2,br) [o4] + 1)
o d o 4Lan 1
-~ 2an & by

in the decomposition. The third term can be computed as follows

1 035~ 2] _ b
20m (@0,0,5%)~ 05, ¢2 [ 5}3 QQnEMkNN(Tk@%Id) [HGTJrl | ]
by, « 2 2
= San (1071 — 7ol + d&g) -

The bound on the expectation then becomes

Lo Ly 4 111670 — Al
Blw,5.0%)~a;, 2.0 Lml 8 Gr t 5o log (2anLaj + 1) + o 72

1 1"6—-1  d 4Lan by
< —log + —log +1)+-—
by 2an

~ an 0 — 1 2amn
In our final bound, we wish to have as few terms as possible in O ( %) while the terms in O (%) are
not so problematic, because they correspond to the fast convergence rate at the meta-level. For this
reason, we are going to take out of the infimum:

(16541 — 75> + de?) .
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e the term 2 —log (4La” + 1), which is unavoidable and corresponds to the main term of the

bound in the worst case, with a O (%) speed of convergence;

2
b;;lff , which will be handled through an optimization in £ and willbe a O (7) term.

2
}g
d AaLn 1 & 1 176 -1
— 1 1 — Y bpdE2+— mi /- 1
S e }{0g< b + >}+2anz k fk+0m kréll}(l{ 16741 — 7kl|* + log },

P (K] 0 — 1

e the term

As a consequence, we bound the minimum on [K] by

1 1 d 1 (10741 — el
in S Epias log — 4+ — log (2anLa 1
krg[l% { (@,7,52)~45 1 ¢2 [om 08 Wi + 2an og( an Uk + ) + 2an &z

(30)
and plugging this result in (29) gives

5re2b | 2an ke[K) A

. [ b 176 -1
+—Zbkd£k+ an B | 1m0 5 107 — 7| + log

Ep,  Es E__gl€(m)] —&" <4 inf {d max {log <4(ZL” + 1) }

op — 1

1 r(17s) 1 T
+25T10gF(K)kaK—lF(ék)+25TZ:(5k b (vlde) - 78)

1 o |7l d fk €2 1 & bp by — by
+4ﬁTZ; 2 +45TZ o 1+1g£k +572 log =% + i :

An exact optimization in 52 gives

&
= s
1+ QbkaﬁT

& =

and replacing in the bound yields

d 4aln
. <
EPLTESI:TEWNH[E( )] £ 4(5 nf {20&77, ke[ } {log < br - 1> }

1 176 —
+ —Epry, Lrg[l% { 16541 — 7l|” + log 5 H
1 T(176) 1 ZK - AT
287 " Tk < [T, Do) 207 2 (4160 = var"a)
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From here, we set d;, = 2 for any k € [K], which implies
K

737 2 0~ 1) (w61 —w79) <0

because 1 is increasing. Please also note that

(176) e ['(2K)
K) < T, T0)

‘We can then deduce the bound

) d daln log(2K)
E E E - —&* <4inf{ — 1 1 T on
PurEs B glé(m)] - & < s {Qan I?elﬁl?] { o8 ( bi " >} i an

log

1 , Klog (2K) ||T,<;||2
— F bell0%. , — 7|

K e K
d b 28T 1 by b — by
N og [ 14 2SR} L 2 N (g 2K .
+4BTZOg< R +5Tz:: % T T

k=1

Let

T1y--TK

Yx(P):= inf Epr, Lrélln ||0T+1 — 7| ]

it is clear that
E min {b.]|0%. , — 7 |[2) | < L (P) max by.
Pryy |:k:e[lK]{ k’” T+1 k” }:| > K( ) ax O

ke[K]
By choosing 71, . . ., Tx minimizing ¥ (P), the previous bound becomes
. log(2K) d 4aln
Ep, .Eg, E_ =€ —&" < 4inf 1 1
PrBs B ql€(7)) - Hé { an + 2amn l?g[K] 8 by, *
Yk (P) Klog(2K Hrk\|2
b
T oan ST Tt 4BT ; 2
K =
bkfkﬁT 1 by by — by
lo — lo .
4ﬁTZ ( an +ﬁT; %5 T o
Please note that 71, ..., 7x are characteristic of the distribution P. Intuitively, if the distribution
‘P has K modes, or K Gaussian mixtures, 71, ..., Tx correspond to the centers of these modes or

mixtures up to a permutation. Consequently, they do not scale with n or 7T', but can be regarded as
problem parameters of constant order.

We now restrict the infimum in the above bound to all (b;)1<k<x such that by = --- = bg and
1 < b < T. Replacing in the above bound gives
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. . log(2K) d 4aln
. &<
EPl:TES1:TE7rNH [5(7‘-)] g4 1§1£ng { an + 2%an log b +1

b1 Xk (P) Klog(2K) HTkH?
+ + 4BT Z

2am 28T

K K =
d 2b1£kﬁT 1 b1 by —0b
— 1 14+ —= — log =— .
+46T20g< + on —i—BT; og[,)k—i- by

k=1

Please note that the last two terms of this bound can be bounded, for any 1 < b; < T, as

K = K =
d 26182 8T 1 by by —by
— § 1 14 kP — E log —
45T o8 ( + an + BT ~— Og@ + b1

k=1 k=1 k
K = K
d 262312 1 T -
< — E log | 1 k — E log=—+0b,—1]).
= 18T 2 ( + on +5T 2 og l_)k+ k

Replacing in the above bound and extracting from the infimum the terms which do not depend on
by gives

41og(2K) ) 2d daln 201Xk (P)
Ep .Eg E_ = A — f —1 1 _—
PrBs By gl€(m)] - €7 < an +1§1£<T{Om og( b1 * )+ an
K K K
2K log(2K) 1 [7l> | d 2§k6T2 4
—_— 4 — = — 1 1 — 1 -1
+ BT +5TZ 2 —i-ﬁTZog =+ TZ og_ —i—bk
k=1 k k=1 k=
bet Llog(2K)
0
CVnie(K,n) = — o,
an

be the bound obtained in the finite case (when learning discrete priors) and let

2d 4oL 2,3
CVGaussian(d, EK (P), n, T) inf { lo < abn + 1) + 11((7))}
1<b6:<T bl

be the bound in the Gaussian case (with one component). Let also

K =,
= = 2K log(2K) ||77g|| d 2£23T?
2 E : 72 k
CVmeta(T,na d7 K b g ) IBT ﬁT ] T e log 1 —+ 70”1
K
4 T b,—T
pT k=1 ( b, T )

Then, we can write the above bound as the sum of the three defined terms:

EPl:TEsliTEﬂNﬁ [5(77)] — &
< CVﬁnite(K7 n) + CVGaussian(d7 YK (P)’ n, T) + CVmeta(Ta n,d, K, 67 52)7 (31)
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where an interpretation of each of the terms of the above bound is given in Remark 19.

Let us now identify one regime where the meta-learning brings a considerable improvement
over the learning in isolation. Assume that ¥ i (P) < %72‘, where d is simply here for dimensionality
reasons. In this regime, the distribution is concentrated around 7y, ..., 7x and the variance of the
local distribution around each of those points is smaller than 7. As a result the optimal parameter
in the new task 7'+ 1 is going to be closed to one of 7y, ..., Tk and we can infer it from the previous
tasks. For that reason, we expect a significant improvement from the meta-learning over the learning
in isolation in this regime.

In this case, in the decomposition of CVgaussian(d, Xk (P),n,T'), the term 217%};(7’) is very

small compared to the other term 2 —log <% + 1). Therefore, we will choose b; large so that it

minimizes the latter. The choice b; = T" provides the bound
CVGauSSlan(d EK(P) n T) <+

Besides the CViyiee (K, 1) fast term required to find the K centers of the Gaussians, the convergence

at the Gaussian level is done in O <1°%T) , which is a clear improvement in the regime 7' >> n, even

over the fast rate in the learning in isolation.

Remark 18 Please note that the general bound (31) comes as no surprise, because the process of
learning the parameter 0 in the mixture of Gaussians framework consists of three different steps:

- first, identifying the K centers of the mixtures which, similarly to the finite case, is captured
in the CVipire (K, n) = Z“%SK) term;

- then, identifying the right parameters of the Gaussian components centered on the points
identified in the previous step. Similarly to the Gaussian case, this is captured in the term
CVéaussian(d, X (P),n, T'), and can be as small as a O (%) in some favorable cases.

- eventually, the convergence at the meta level is a CVye(T,n,d, K, b 52) =0 <logT) is

a small penalty in O (logT) to use the meta-learning, thanks to which the previous term

CVéaussian(d, X (P),n, T) can potentially achieve the very fast rate O (%) instead of the
much slower rate O (%) which is the best one can hope for when learning in isolation.

Remark 19 Please note that the meta-learning penalty, CV,yera(T 0, d, K, b 5 ), is a very small
term. Indeed, up to a logarithmic factor, it follows the very fast rate O ( ) Besides, inthe T' > n
regime, it is even much smaller than the fast rate O (n) at the within-task level. Recall that, as
described in the introduction part, the regime I' > n is very common in many applications and is
one of the motivations for doing meta-learning.

Remark 20 [t may seem paradoxical that the model of mixtures of Gaussians achieves, in the best

bgTK> slower than the O (b%T) rate achieved by a single

possible case, a rate of convergence O (
Gaussian in the regime n << I' under optimal conditions. In reality, the latter rate of convergence
is also achievable in the model of mixtures of Gaussians, but similarly as in the case of a single

Gaussian component, it requires the strong assumption that

dn

21(7)) S ﬁv
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which is much more restrictive. On the other hand, many distributions only satisfy

dn
Yx(P) < T2

for some K > 2, in which case the rate of convergence O ( %) achieved here is much faster than

0 (dk’%), which is the best possible rate achieved in the single Gaussian model in general.

H.2 What if the Number of Components in the Mixture is Unknown?

In practice, we do not know in advance how to choose the number of components K in the prior. In
this case, we are going to include inside M all the mixtures of Gaussians, i.e.,

400 d
M= {pw%az = Zwk ®N(uk,¢,0§7,~) dK > 1:VE> K+ 1w = O} .
k=1 =1

Note that the sum inside the definition of F is finite, since wy, = 0 for any k beyond a certain rank
K. We still denote by m = Zle wgN (fig, 5214) the prior in each task. By definition, for any
k> K + 1,w;, = 0. It still holds that, for any w, y1, 02,

_ 2 52
(ki — Brg)® O
KL(py 02 7)< KL(wl|i) + Z Z( = 72 )
k =1

Ok k Ukz

where we denoted

L(w||w) = Zwklog—

To put things clearly, the KL remains identical to the case where K is known except for the fact
that the sums on k are no longer stopping at a pre-determined K. This difference aside, the bound
remains identical to the one in the case where K is known, and the bound from Theorem 1 becomes,
att=T+1,

. KL (w||w)

EST+1E9~pT+1(7r,a) [RPT+1 (9)] RPT+1 <2 llI}fQ {EONPM,Hyaz [RPT+1 (0)]_RPT+1+T
i Z (Hi — Pk ‘72 5'2
k i=1 613 6k kz

Next, we are going to define a prior on K within the prior of priors as follows. We assume that
the number of mixtures K is smaller than 7', because even if it were not, it would be impossible to
identify them with enough confidence. We define the set of priors on priors

g = {Qx,é,’r,§2,b = Gz X 457,62 b| K }
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where ¢, = Mult(z1,...,2r) is the prior distribution on K and
q&,'r,fQ,b‘K = Dir(517 s 7 ® N Tk ke €k ® (27 bk’)a
ke[K]
1€[d]

and we set the prior of prior as A = ¢ 1y We also need to re-compute the KL divergence
T

1 0,620
between the priors of priors, which becomes

K
KL(qy5,re2pIA) = log T — H(x) + Eg Mule(a) [Z (0 — 1) ( k) — 7/1(1T5))
k=1

(1T5 by — by,
8 ) x [ Do) Z<k & )”E( b >]

using (18). Please note that in any optimization on G, we optimize first in (x1, ..., 27) and then on
8, 7,&2,b conditionally on K. This means that the latter parameters are allowed to depend on K.
While the infimum on G of any quantity should be written inf, infs ; ¢2 yer (i), We Will adopt the
shortcut notation inf, 5 - .2 ;. We can next use the bound from Theorem 5 and (10), and we have

EPl TE5'1 T WNH

inf E 20 Ep
- xéT{Qb{ (Do)~ 5. 62,4 P T 41

KL(wl||w
1nf {LZwkHakH2 4 KLw]o)

an
k=1

1 Oow 2 Pk = i) | O _2>H
g (e

k=1 i=1 Tk Ukz

1 K .
587 Zék—l( 5) — 0(175))

I'(176) b — be
B TR < T, T o) Z( Tmog )”2( b )”

and the bound

1
(IOgT H( )) 28T IEKNMult (z)

.. . 2 . 2 [
The optimization on o} ; may be performed exactly by setting o ; = 5745 Lno?+41"

becomes

EPLTESLTEWNﬁ[S(W)] —& <4 inf {E(w,pﬁ?)qu,é,T,gz7bEPT+1 [

$767T7€27b
L KLw]w) | d & » R ey
f log (2aL 1 — —_—
n { on +2an;wk og(a noj + )—1—2&“;1% 52
1 1 &
o o T
+ g7 (08T — H(x)) + QBTEKNMUW)[;@ D) () —v(179))
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r(1's) fk> ‘ ( be | b — bk> ] }
+1 = +2 log =— + .
* ['(K) x HkK 1 T'(0k) Z ( & & & ; o by, bi

We restrict the optimization in w to the set {(wg)r>1 : Fko < K : wg, = 1,Vk # ko, w, = 0}, and
the bound becomes

Ep. Es.rE 1 [E(m)] — & < 41’521722’5) {E(w#,ﬁ)’vqugmgJ,EPTH [

1 1|65 fig. ||
min {10 f%—ilog(QaLn&k%—l) 5 19741 — — Pl }]

kelK] | an Wi 2an an O

L (logT ~ H(x)) + 5 E fj 1) (b(6) - 0(179))

25T g 28T K~Mult(z) Ok

s (g E ) () ]
+1 += —1+41 +2 .
) < T 22\ T kz b

Next, we classically decompose the expectation E( ; » X] as

), 5,762, b[

E(w7ﬂ762)"’qz’577—’§27b [X] = EKNMUlt(x) [E(wzﬁ:52)N‘15777527b|K [X]i| '

Applying Fubini’s theorem and inverting the infimum and the expectation yields the bound

min {
ke[K]

L A L1074, — All®

EPl:TESLTEWNﬁ [5(7{')] - g* S 4 lnf {EKNMult(x)EPT+1
x7677—7£27b

2an 0%

1

1
+ 5%+ (IOgT H( )) 25TEK~Mult(:v)

K
26T > (6 —1) (1/1(619 - ¢(1T5)>

k=1

il
+1 = +2 log =— + .
o8 F(K) r (0) Z ( & gk 2 ; % b

The bound (30) from the previous section still holds:

1 1 d 1654, — el
in{E.. - log — + —— log (2« +
klg[lll(l] { (@,71.02)G5 7 2 b 5¢ [om 8 W, + 2an og( aLna + ) * 2an o}

d 4daln bkdﬁz . 176—1
< — 1 1 — 07 1
~ 2an /igfj}}{(] { og( b, * )}—i_; 2an +om krg[K] H T+1 7il|* + log =17

and we can inject it in the computation so that the bound becomes
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. . d 4daln
Ep Bs B, glé(m)] — € < 4$ 51?£2 b {MEKNMuIt( ) |:H€1?KX] log < by + 1)}

d . b 176 —
+-—ExMult(z [Z biéi t EKwMult( YEpPr {mm{ 2110541 — k|1 + log 5 H

2amn pt ke[K] —1
t o log T — H(x)) + o o fjwk 1) (wwk) - wm)
ra’s 1 —b
+log ( K) 4= Z & + log +2 Z i .
F(K) X k=1 F(ék) 2 fk fk bk
An exact optimization in 5,% yields 5,% = % and we can replace in the bound
Ik

an

. d daLn
Ep.rEs B, glE(m)] =& < 4I1§£b{MEK~Muh( ) [m% log< b 1)]

1 176 — 1
+ B Ber, | min {107 -l log 2 2 toeT — (o)

k€e[K] 28T
b B 1T r(179)
+ 25TEK~Mult( )LZI(% 1) (¢(5k) P(1 5)) + log PR % [, TG0
L 72 de 2bk§ BT & b — b
+2kz 52 +5 2 Jog {14+ =k ) 423 7o bk’f .
=1 Sk k=1 k=1

We choose d;, = 2 for any £ > 1 and noting that both
K
> 6= 1) (400~ v(178)) <0
k=1

and r(179) I'(2K)

g () x Hszl o) = log TR < Klog(2K)

we deduce the following bound:

d 4al
EPl:TESLTEﬂ'Nﬁ[E(ﬂ-)] —& <4 inf {EKwMult(a;) [maX log ( Ol; z + 1):|

z,mb | 2an K] k
1 . "
+ WEKNMuIt( yEpr Lrg[llf(l] {br]|07 1 — TkHQ}]
1 1 1
+ %EKwMult(z) [log(2K)] + 26T (logT — H(z)) + ﬁEKwMult( 2) | K log(2K)
K K =

1 7k || 20,E2 8T k by, — by,
— = — I 1+ —— | +2 =+ — .
R i (0B o (el
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Recall the (unchanged) definition of X (P):
Tl TK

Yr(P) = lnf Ep,, [krél[ln ”9T+1 — 7kl ]

Recalling that 7 (as well as b) is allowed to depend on K, we define (71, ..., 7x) as the argument
(up to a permutation) of ¥ i (P). It follows that the bound becomes

d 4oL
Ep  Es  E__gl€(m)] - & < 41nlf {ZEKwMult(gg) [max log ( O;) n + 1>}

ke[K] k
1 1
+ 5o B~ Mult(z) Yk (P) foax b + 2log(2K) | + 26T (logT — H(x))
1 ||7-k||2 2bk§kﬁT
5 ﬁTEKNMult( )[K log(2K) ; + = Zl v

by bk — by,

At this stage, the proof slightly differs from the case where the number of mixtures is known. Now,
we choose to restrict the infimum on all the multinomial distributions Mult(z1, ..., z7) to all the
Dirac masses, i.e., all the (x1,...,z7) such that there exists K € {1,...,T} such that zx = 1. It
follows that H () = 0 and we deduce that

. d daln
Ep,  Es E__gl€(m)] —&" <4 inf 1nf { S ]?EI[K] x log ( + 1)

Kel[T] by,
1 log T’
— (X b + 2log(2K
+ o5 ( K(P)Igelfwx} i + 2log( )> + 25T
K log(2K 2 K 2b),E28T
og( ) Z ||Tk|| d Zlog - k€S
28T 45T — k 4BT an
K =
1 b by — by
+ — log =— + .
BT ; ( bk bk
Similarly as in the case of known number of mixtures, we restrict the infimum on (b )<<k to the
sequences such that by = --- = bxg and 1 < by < T. We can then replace in the above equation,
and it yields

d 4oL
EPl:TESLTEWNf[[g(’/T)] — & <4 inf inf {1 og < T + 1)

Ke[T)|1<h1<T | 2an b1
b1 Xk (P log(2K logT
L BiZk(P) | 10g(2K) | log
2om an 28T
K =
K log(2K) el |, _d 2016, 8T
+ log |1+ ———
28T 4BT; 22 4BT; & an
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K =
1 by b —0by
ﬂTkl( gbk b >}

Similarly as before, we bound the last two terms of the sum as follows:

K = K =
d 20162 6T 1 by by — b
— <
15T E log (1 + on + ﬂT g log =— + by <

k=1 b
K K
2£kﬂT2 1 ( T )
— log = + by, — 1
sir s (1 20 ¢ (s
and replacing in the bound gives
P 4log(2K)
EPl:TES1:TE7rNﬂ[5(7T)] &< Klg[fT] {om
L ing ﬁl daln A 201Xk (P) n 2logT
1<b <T by an 6T
K K =
2K log(2K) 1 Iml> d 2012 8T
_,_74_72 = +—Zlog 14+ ——
BT 6T P & BT P an
K =
4 b1 by, — b1
+ = lo + .

With the exact same notations as in the case where the number of mixtures K is known, we can
rewrite the bound as

EPLTES1:TE7rNﬂ [5(71—)] - &

< Kin[fT ] {cvﬁmte(K, n) + CVaaussian (d, S (P),n, T) + CVUKiown (g Kb 52)}
S

where CViipite (K, 1) and CVgayssian (d, K, X i (P),n,T) are exactly the same terms as in the case
where the number of mixtures K is known, and the convergence term at the meta level becomes

2logT
BT -
Even when the number of mixtures K is unknown, the same bound as in the case of K known can

be achieved up to a 2 logT term, which is the order of the time required to find the optimal number
of components in the mlxture at the meta level.

CV?I?G&EIIOWH(T7 n, d7 K7 z? 52) = CVmeta(T7 n, d7 K7 lz)v 52) =+
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