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Abstract

Recent advances in dynamic treatment regimes (DTRs) facilitate the search for optimal
treatments, which are tailored to individuals’ specific needs and able to maximize their
expected clinical benefits. However, existing algorithms relying on consistent trajectories,
such as inverse probability weighting estimators (IPWEs), could suffer from insufficient
sample size under optimal treatments and a growing number of decision-making stages,
particularly in the context of chronic diseases. To address these challenges, we propose a
novel individualized learning method which estimates the DTR with a focus on prioritizing
alignment between the observed treatment trajectory and the one obtained by the optimal
regime across decision stages. By relaxing the restriction that the observed trajectory
must be fully aligned with the optimal treatments, our approach substantially improves the
sample efficiency and stability of IPWE-based methods. In particular, the proposed learning
scheme builds a more general framework which includes the popular outcome weighted
learning framework as a special case of ours. Moreover, we introduce the notion of stage
importance scores along with an attention mechanism to explicitly account for heterogeneity
among decision stages. We establish the theoretical properties of the proposed approach,
including Fisher consistency and the finite-sample performance bound. Empirically, we
evaluate the proposed method in extensive simulated environments and a real case study
for the COVID-19 pandemic.
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1. Introduction

There has been great interest and demand for individualized modeling and personalized
prediction, with applications ranging from medicine to education programs and marketing
(Goetz and Schork, 2018; Tetzlaff et al., 2021; Vesanen and Raulas, 2006). For instance, the
outbreak of COVID-19 in recent years has highlighted the growing demand for developing
an effective time-varying treatment which can be tailored to individual patients (Jin et al.,
2020; Balzanelli et al., 2022). Dynamic treatment regime (DTR) (Tsiatis et al., 2019), as
an emerging individualized treatment strategy in multi-stage decision-making, has thus
found much attention in the medical field. In contrast to traditional, one-size-fits-all medical
treatments, DTRs continuously adapt a patient’s treatment plan based on their response to
previous treatments and changes in their medical condition. The main goal in the precision
medicine research is to estimate the optimal treatment regime which maximizes expected
long-term benefits for each patient (Rubin, 1974; Robins, 1986).

However, estimation of an optimal regime in practice is not a straightforward task,
as there are often limited clinical data, complex heterogeneity among patients, and the
number of treatment sequences grows exponentially with the number of decision points.
Current estimation algorithms aim to tackle these empirical challenges and can be typically
categorized into two main frameworks: indirect and direct value-search. The indirect
methods, such as Q-learning (Watkins and Dayan, 1992; Nahum-Shani et al., 2012), A-
learning (Murphy, 2003; Blatt et al., 2004; Shi et al., 2018), and tree-based methods (Laber
and Zhao, 2015; Tao et al., 2018) primarily model the conditional distribution of a clinical
outcome given the patients’ past health status and treatment information, and choose the
treatment that maximizes the modeled outcome as optimal. However, as the selection
process follows backward induction, an optimal regime might not be recovered if one of the
outcome models is not correctly specified (Schulte et al., 2014). The situation only gets
worse in a chronic disease setting which involves a long sequence of decision stages. Though
one can formulate the outcome model via a semi- or non-parametric approach (Ernst et al.,
2005; Geurts et al., 2006; Zhao et al., 2009) to allow more model flexibility and mitigate the
risk of model-misspecification, the fitted models oftentimes are hard to interpret and thus
less appealing for clinicians to apply.

On the other hand, value search methods include outcome weighted learning (OWL)
(Zhao et al., 2012, 2015), residual weighted learning (RWL) (Zhou et al., 2017), robust
estimators (Zhang et al., 2012a,b, 2013; Zhao et al., 2019; Schulz and Moodie, 2021), non-
parametric Q-learning based policy searches (Zhang et al., 2015; Zhang and Zhang, 2018;
Zhang et al., 2018), distributional learning (Mo et al., 2021), and angle-based learning
(Qi et al., 2020; Xue et al., 2022). These methods directly posit a class of DTRs and
maximize the expected cumulative benefit within this posited class to estimate the optimal
regime. However, performance can vary significantly depending on the importance sampling
technique used to estimate the cumulative benefits. For instance, OWL targets to maximize
the expected reward via inverse-probability weighted estimators (IPWEs), which is known
to be unstable and sample inefficient when the number of treatment trajectories induced
by the optimal regime is small in the dataset (Zhang et al., 2012a,b). Unfortunately,
in real-world applications, such a dilemma can be commonly found where the optimal
treatments are under-studied for new diseases or inaccessible due to side effects or drug
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scarcity (Kao et al., 2008; Pawlik et al., 2005). To improve the stability of IPWEs, robust
estimators and RWL augment mean-zero terms or estimate outcome residuals to capture
information from non-optimal treatments and reduce variance. Alternatively, non-parametric
Q-learning-based policy searches combine the regression-based framework with the reward
importance weighting to avoid IPWE instability. While these approaches address the stability
issues associated with IPWEs, and models such as efficient augmentation and relaxation
learning (EARL) (Zhao et al., 2019) aim to improve computational efficiency, they still
require additional estimations of the augmented outcomes or residuals. This introduces an
additional computational burden not present in IPWEs, which becomes more pronounced as
the number of decision steps in the regime increases.

In this paper, we propose a novel DTR estimation method, namely Stage Aware Learning
(SAL). This method relaxes the main source of sample inefficiency and instability in IPWEs,
i.e., the strict alignment requirement between observed and optimal treatment trajectories
at all decision stages, which we refer to as the curse of full-matching. The key idea is that
treatment mismatches between the observed and the optimal regime are allowed. Specifically,
instead of only seeking optimal regimes among patients assigned to optimal treatments at all
decision stages, our approach includes patients treated under all strategies, and emphasizes
those whose observed treatments align more closely with the optimal ones. Furthermore, to
better capture the difference in treatment effectiveness at varying stages, we introduce the
notion of stage importance scores and further propose the Stage Weighted Learning (SWL)
method based on SAL, taking stage heterogeneity into account.

The main contributions of our paper are summarized as follows. First, to the best of our
knowledge, our work is among the first to break the curse of full-matching. By incorporating
all clinical samples into the treatment rule estimation regardless of how well their assigned
treatments align with the optimal regime, we bridge the gap between the DTR algorithms
and practical challenges. Specifically, in settings with limited sample sizes and a large number
of decision stages, expecting all decisions to be optimal is unrealistic, but encountering one
or more non-optimal decisions at some stages is more likely. In addition, unlike robust
estimators, RWL, and regression-based methods, our method builds directly on IPWEs
without the need for additional outcome models. These result in a more straightforward
optimization, improved sample efficiency, and more stable IPWE estimation.

Second, our approach provides a more general framework which, for the first time,
combines a number of IPWEs in value search algorithms to estimate optimal regimes. The
flexibility of weighing each IPWE greatly increases the generalizability of DTR estimation
methods to various treatment matching scenarios. In particular, the general framework
includes the popular IPWE-based OWL and its variants as special cases of our approach.
Furthermore, we propose stage importance scores along with an attention-based estimation
procedure, which naturally inherits interpretability in non-parametric function approximation
scenarios, to additionally account for stage heterogeneity and facilitate DTR estimation for
our developed method.

Third, our work builds the theoretical connection between multi-stage DTR search
problems and multi-label classification problems (Dembczyński et al., 2012). This simplifies
the multi-stage optimal regime estimation procedure into a single-stage maximization
problem. Specifically, we thoroughly investigate the theoretical properties of the proposed
algorithms, including Fisher consistency and the finite-sample performance error bound.
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Notably, our theoretical results work for both parametric and non-parametric model classes,
and are comparable with the fastest convergence rates in the existing literature.

The remainder of the paper is structured as follows. In Section 2, we introduce the
notations and background of IPWEs. In Section 3, we propose a novel k-IPWE estimator
and introduce the SAL and SWL methods to account for stage heterogeneity. Section 4
presents Fisher consistencies and the finite-sample performance error bound of the proposed
SWL method, and Section 5 explains the implementation details. In Section 6, extensive
simulation results are presented to illustrate the empirical performance advantages of our
proposed methods. In Section 7, we apply the proposed methods to the COVID-19 data
from UC hospitals. Lastly, we conclude with discussions in Section 8.

2. Background

In this section, we introduce the necessary notations and assumptions used in the paper,
and formulate the multi-stage DTR estimation procedure under the IPWE (Horvitz and
Thompson, 1952; Robins et al., 1994) framework. In addition, we describe the strict full-
matching requirement induced by the IPWEs and provide a brief overview of related works
which aim to enhance the stability of IPWEs.

2.1 Notation and Preliminary

Consider a balanced multistage decision setting where all patients in the study have a
total number of T stages (visits). For each patient at their jth clinic visit, where j =
1, . . . , T , a set of time-varying variables Xj ∈ Xj are recorded to collect individual health
status. Consequently, a new treatment assignment Aj is delivered based upon the patient’s
longitudinal historical information from their first visit to the jth visit, denoted by Hj =
Sj(X1, A1, X2, A2, . . . , Aj−1, Xj) ∈ Hj , where Sj is a deterministic summary function. In
this paper, we consider binary treatments, i.e., Aj ∈ A = {1,−1}, where the interpretation
of the treatment options are nested depending on the treatments assigned in previous stages.
After the final visit, a clinical outcome R =

∑T
j=1 rj , also known as the total reward from all

immediate rewards, is obtained to reflect the benefits of the allocated treatment assignment.
A DTR is a sequence of decision rules D = {Dj : Hj 7→ A}Tj=1 that map patients’

historical information onto treatment space. The decision rules D could also be represented
by a composite function of the real-valued functions f = {fj ∈ F : Hj 7→ R}Tj=1, where

a realization of the decision that follows the treatment regime at the jth visit is dj =
Dj(Hj) = sign{fj(Hj)}. Now, assume that the full trajectory of an observation sequence
{X1, A1, X2, A2, . . . , XT , AT , R} follows a data distribution P . Our goal is to seek the
optimal treatment regime D∗ which yields the largest expected rewards among all regimes:

D∗ ∈ argmax
D

ED{R}. (1)

Note that the expectation operator ED in equation (1) is taken with respect to an unknown
restricted distribution {X1, A1 = d1, X2, A2 = d2, ..., Xt, AT = dT , R} ∼ PD , which describes
the probability distribution when the treatments are assigned according to the regime D . By
convention, we call the corresponding D the target regime. Since the historical information
and potential outcome under PD are unobservable, to infer the decision rules from the
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observed data while avoiding confounding issues between the assignments and expected
rewards, we adopt the following three standard assumptions:

Assumption 1 (Stable Unit Treatment Value Assumption, SUTVA (Rubin, 1980)) Poten-
tial outcomes of each subject are not affected by the treatments assigned to other subjects (no
interference); there is no different form of each treatment level (no hidden variations).

Assumption 2 (Sequential Ignorability (Robins, 1986)) Treatment assignments are inde-
pendent of potential future outcomes, conditional on the history up to the current time j,
i.e., Rj:T ⊥ Aj | Hj.

Assumption 3 (Positivity) Any subjects are possibly assigned for all treatments, i.e.,
P (Aj = aj | Hj) > 0 for any aj ∈ A and 1 ≤ t ≤ T .

2.2 Inverse Probability Weighted Estimators

Under the aforementioned assumptions, it can be shown that the expected total reward
under the target regime D is estimable by inverse probability weighting (Qian and Murphy,
2011):

D∗ = argmax
D

ED
IPW{R} = argmax

D
E

{
R ·
∏T
j=1 I(Aj = Dj(Hj))∏T
j=1 πj(Aj |Hj)

}
, (2)

where πj is the propensity score function and the density corrected expected reward is
referred to as the IPWE. Provided that the propensity functions are correctly specified, the
optimal treatment regime D∗ is the maximizer of the IPWE. Accordingly, learning schemes
that directly estimate the optimal regime by maximizing the IPWE estimator could be
categorized as IPWE-based approaches (Zhao et al., 2012, 2015; Laha et al., 2024).

However, due to the density ratio corrections, IPWE-based approaches only incorporate
a reward when an individual’s treatments are fully matched with the target regime. Such
a full-matching requirement can be reflected in the conditional expectation form of the
weighted total rewards,

ED
IPW{R} = E

 R∏T
j=1 πj(Aj |Hj))

∣∣∣∣∣∣
T∏
j=1

I(Aj = Dj(Hj)) = 1

︸ ︷︷ ︸
Full-matching expected reward

·P

 T∏
j=1

I(Aj = Dj(Hj)) = 1


︸ ︷︷ ︸

Target regime assignment rate

, (3)

which is determined by two major factors: first, the expected reward among the population
whose observed treatments are fully matched with the target regime D , i.e., full-matching
expected reward ; and second, the probability of assigning treatments conforming with the
target regime at all stages, i.e., target regime assignment rate. At the population level, the
probability of assigning any arbitrary dynamic regime is ensured to be non-zero due to the
positivity assumption. However, if the optimal regime assignment rate is small among the
patient population, it is highly possible that none of the sampled patients may fully follow
the optimal treatments at all stages, and thus the optimal regime is infeasible in practice.
Clearly, this strict full-matching requirement may lead to difficulties in both optimization
and estimation. We call this phenomenon the curse of full-matching.
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2.3 Curse of Full-Matching and Related Works

To fully understand the dilemma of full-matching, we frame this challenge within the context
of a randomized trial and provide a concrete illustrative example presented in Table 1.
Similar to observational studies, where the behavior policy can rarely keep making optimal
decisions at all stages, this example assigns the optimal regime, Treatment Arm 1, at a
small rate of 0.15 (i.e., P (A1) · P (A2|A1) = 0.5 · 0.3 = 0.15). Due to the requirement of
full-matching, IPWEs only focus on identifying these 15% of subjects assigned to Treatment
Arm 1 during empirical estimations. As a result, it might require many more samples to
be collected before IPWE-based approaches could estimate the optimal regime and achieve
near-asymptotic properties. Furthermore, note that the above example consists of only two
decision stages. In practice, a growing number of stages tends to make estimation even
harder since the target regime assignment rate decreases exponentially.

Table 1: An example to illustrate the curse of full-matching. We consider a sequential randomized
trial with a static treatment regime and constant rewards. The assignment rates P (A1) and P (A2|A1)
specify the sequential probability of allocating treatments at corresponding decision stages. The total
reward R, which is the sum of stage immediate rewards r1 and r2 (i.e., R = r1 + r2), evaluates the
performance of each treatment arm.

Among existing literature, methods are developed to stabilize IPWEs from this strict
full-matching condition. For instance, the robust estimators (Zhang et al., 2012a,b, 2013;
Zhao et al., 2019; Schulz and Moodie, 2021) augment IPWEs with an unbiased term to
achieve double-robustness. This provides a safeguard when estimating the propensity of the
optimal regime becomes unstable due to the curse of full-matching. RWL (Zhou et al., 2017)
estimates outcome residuals to stabilize IPWEs against outcome shifts. Q-learning-based
policy searches, such as C-learning (Zhang and Zhang, 2018), leverage the advantages of
regression-based frameworks, which do not rely on probability weighting and circumvent
the curse of full-matching. However, these methods all require accurate outcome models for
their additional augmentation terms or regression components. Given the high heterogeneity
among rewards and an increasing number of decision stages, correctly specifying the outcome
model poses significant challenges and increases computational complexity.

Our work seeks to address the challenges posed by the curse of full matching while
maintaining the simplicity of IPWEs and avoiding the specification issues commonly associ-
ated with outcome models. Specifically, referring back to the example in Table 1, we aim
to leverage the substantial information available in Treatment Arms 2 and 3, which differ
from the optimal regime by only one treatment but are more prevalent in the trial with
a combined probability of 70% (i.e., P (arm2 or arm3) = 0.5 · (0.7 + 0.7) = 0.7). Notably,
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the total rewards from these non-optimal treatment arms, especially Treatment Arm 3, are
not significantly different from the optimal arm. Inspired by this observation, we propose a
novel method which can incorporate these non-optimal treatments in the estimation of the
optimal regime and break the curse of cull-matching to improve sample efficiency.

3. Methodology

Our work is motivated by solving the curse of full-matching challenges. In this section, we
study a k-partially matching estimator and propose a new DTR learning method, namely
Stage-Aware Learning (SAL), which allows treatment mismatches with the target regime as a
resolution to improve sample efficiency and estimation stability. Furthermore, to additionally
account for the heterogeneity of treatment effects at different decision stages, we introduce
the Stage Weighted Learning (SWL) method as a variant of the SAL method.

3.1 The k-partially Matching Estimator: k-IPWE

The performance of IPWE-based approaches is largely restricted by the full-matching
assignment rate of the optimal regime among the patient populations. Though we might
not control how treatments are administrated according to the optimal regime at every
decision stage, in this subsection, we propose to relax the strict full-matching requirement by
allowing decision discrepancies between the assigned treatments and the target regime D at
T − k number of stages, where 0 ≤ k ≤ T . In other words, the optimal regime is allowed to
partially match the treatment sequence at exactly k number of arbitrary decision stages. The
rationale is that, while it is unrealistic to expect all decisions to be optimal, encountering
one or more non-optimal decisions at some stages is more likely in practice. As a result,
the probability of patients receiving optimal decisions at k number of stages could be much
larger than the probability of patients receiving optimal decisions at all stages. We call this
relaxed version of the full-matching requirement the k-partially matching requirement.

To formalize the notation, we let random variable K denote the number of correct
alignments between treatments A = {Aj}Tj=1 and decisions from an arbitrary target regime,

K
.
= |A ∩D | =

T∑
j=1

I(Aj = Dj(Hj)). (4)

At each stage, we examine whether the assigned treatment aligns with the recommended
treatment. Importantly, the recommended treatment is determined based on the patient’s
historical information, which makes treatments nested and their effects carried over the
decision stages. Additionally, if we specify K to be a realized value k within the range
{0, . . . , T}, we are constraining our optimal regime search to the patient population who are
k-partially matched with the optimal regime. A more extreme k value (e.g., k = 0 or k = T )
corresponds to a more restricted alignment requirement. Under the IPWE framework, only
patients with K = T are included in the estimation procedure.

When K = k, a new restricted unknown distribution is induced, i.e., (X1, A1 =
d̃1, ..., XT , AT = d̃T , R) ∼ PD(k) , where d̃j = (−1)I(j∈K)+1 · dj indicates that at any stage
0 ≤ j ≤ T , the decision d̃j is the same as the target regime dj only if j is among the indexes
of k arbitrary matching stages K (i.e., d̃j = dj if j ∈ K). Subsequently, PD(k) is a distribution
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of an observation sequence where its k out of T assignments {Aj}j∈K are followed by the
regime D . Based on the derivation of k-matching potential outcomes provided in Appendix
A.1, we can similarly adopt the density ratio correction and obtain an IPWE for the expected
rewards evaluated under the new measure PD(k) . We denote the new estimator ED(k) [R] as
k-IPWE and present the results in Proposition 1:

Proposition 1 Under Assumptions 1-3, the expected total reward under the target regime
D with k number of matching stages equals

ED(k) [R] = E

{
R · I(|A ∩D | = k)∏T

j=1 πj(Aj |Hj)

}
, (5)

and the corresponding maximizing regime D̃(k) is defined as

D̃(k) = argmax
D

ED(k){R}. (6)

The regime D̃(k) maximizing the k-IPWE would yield the largest expected reward if
patients were treated by D at k number of stages. In addition, note that we do not require
the k matching stages to be the same for each individual. As long as there is an exact
k number of treatment matchings between the assignments and target regime D , those
patients’ rewards are involved in the maximization process. As a result, k-IPWE provides a
superior level of flexibility.

However, the performance of the proposed k-IPWEs still depends on the pre-selected
k value. The purpose of designing the K treatment matching number is to increase the
conditional probability of the constrained population receiving optimal treatments. When
the value k is poorly selected, the probability of patients being k-partially matched could be
small, and we could encounter a similar aforementioned empirical dilemma. For instance, in
a population with a 99% full-matching assignment rate, specifying the random variable K
with values other than T leads to a small k-partially matching rate. In other words, the
curse of full-matching can be effectively minimized only if the pre-specified k has the highest
k-partially matching probability, i.e., k = argmaxk∈{0,...,T} P (K = k). Finding such a k
value is possible but computationally cumbersome, and yet not every patient will participate
in the optimization process due to the population conditional constraints. To reduce the
uncertainty of selecting k values and include all individuals from the sample, we further
construct a learning method based on k-IPWEs which can incorporate all scenarios of
k-partially matching through applying a weighting scale on the matching number K.

3.2 Stage-Aware Learning Method (SAL)

In this subsection, we formally introduce a novel learning method to combine all levels of
k-IPWEs into one single estimation task. This addresses the dependencies of k-IPWEs
at the pre-selected k-values. Since the new estimator accounts for treatment and regime
matching status at any number of stages, we name the new learning method Stage-Aware
Learning (SAL).

To start with, we re-weight each k-IPWE by k/T , proportional to the number of matching
stages k, and estimate the optimal regime simultaneously by maximizing the following SAL
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value function derived in Appendix A.2,

V SA(D) =
T∑
k=0

k

T
· ED(k){R} = E

{
R · 1

T

∑T
j=1 I(Aj = Dj(Hj))∏T
j=1 πj(Aj |Hj)

}
. (7)

We denote the estimated maximizing regime D̃ = argmaxD V
SA(D). In our choice, the

applied weights increase with the k value, and imply that we prioritize the regime which
has closer alignment with the optimal decisions while achieving higher expected rewards
during estimation. Structurally, the weighting component of the final SAL value function
resembles the formulation of the Hamming loss (Tsoumakas and Katakis, 2007), which has
the following three unique advantages.

First of all, compared to the IPWE value function (2), the SAL value function replaces the
product of indicator functions with the correct treatment alignment percentage. Therefore,
instead of excluding patients completely if one of their observed treatments is not aligned
with the optimal decision, SAL still considers those patients but discounts their rewards
based on the degree of alignment between observed and optimal treatments across all of
the decision stages. That is, even if the decision sequence is long, the new learning process
is able to utilize all available patients’ outcomes and maximize the alignment percentages
over those with high rewards. As a result, all patients and their treatment strategies are
included in the optimal regime searching procedure. Second, the SAL learning scheme is
analogous to a multi-label classification framework. Instead of employing a surrogate function
involving all decision stages simultaneously in OWL (Zhao et al., 2015), our proposed regime
can be optimized at each individual stage to match the optimal decisions. This leads to
computational convenience as the optimization of the Hamming loss function has been well
established and the multi-stage learning task can be segmented into single-stage sub-tasks.

In fact, SAL suggests a more general DTR learning framework by allowing a probability
distribution on the matching number K. Particularly, the IPWE-based framework is a
special case of ours under the general framework indicated in Remark 3. Suppose the density
function of K is proportional to a scale function φ(·). After taking the iterated expectation
of k-IPWEs under all possible choices of k values, we obtain a new estimator of the expected
rewards aimed to be maximized for any arbitrary target regime D ,

EK
{
ED(k){R}

}
=

T∑
k=0

φ(k) · ED(k){R} = E

{
R · φ (|A ∩D |)∏T
j=1 πj(Aj |Hj)

}
. (8)

The new estimator results in a generic form where the total rewards are weighted by
the density of K. Correspondingly, the maximization procedure not only finds the regime
that yields the largest expected total rewards, but also identifies the one which matches
with the observed treatment sequence closest to the underlying distribution of the treatment
matching number. In addition, compared to the previous regime estimator D̃(k) based on
k-IPWE in equation (6), the general estimator no longer constrains the rewards under a
subpopulation of patients. Instead, it takes every patient’s reward into account as long as
the density is positive for all matching numbers K, i.e., φ(k) > 0 ∀k ∈ {1, .., T}.

Remark 2 The induced general framework allows a flexible specification of the density scale
function φ(·), which can be used to summarize our prior knowledge of how well the observed
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treatments can match the optimal regime given the k matching number. For instance, the
proposed SAL method adopts a linear scale function (i.e., φ(k) = k) under our assumption
that patients are more likely to receive a larger number of treatment assignments following
the optimal regime. We include more discussions on this assumption in Appendix C.

Remark 3 The IPWE-based approaches can be recovered when a degenerated density func-
tion (φ(k) = I(k = T )) is specified. It assumes that the probability of the assigned treatments
fully aligning with the target regime at all decision stages is equal to one. Consequently,
only patients meeting the full-matching requirement can be counted in the regime estimation
process, and the resulting maximizing regime D̃ is equivalent to the optimal treatment regime
D∗, which enjoys all of the pre-established theoretical results (Qian and Murphy, 2011; Zhao
et al., 2015). Similarly, when K follows a degenerated distribution φ(k) = I(k = j) at other
stages j (0 ≤ j < T ), we can solve the general framework under the k-IPWE and obtain the
maximizing regime D̃ = D̃(j).

In summary, we propose a novel SAL method under a more general DTR estimation
framework, to improve data efficiency and empirical adaptivity of IPWE-based methods.
By combining each level of k-IPWEs, we include all matching scenarios and relax the
selection of the K value. Through imposing higher weights to k-IPWEs with larger k
value, SAL possesses the interpretation of searching samples with high total rewards and
large optimal treatment matching percentages simultaneously without the need for stage
immediate rewards. However, the absence of immediate rewards may complicate the learning
process of treatment effects at each stage. It requires larger sample sizes for SAL to attribute
variations in total rewards to a single stage, especially when dealing with individuals having
similar matching percentages. Next, we further propose a weighted learning scheme based
on SAL to incorporate stage heterogeneity and facilitate the DTR learning process.

3.3 Stage Weighted Learning Method (SWL)

In this subsection, we propose a non-trivial variant of SAL, namely the Stage Weighted
Learning (SWL) method, based on a weighted multi-label framework to enhance stage
heterogeneity and facilitate distributing stage-wise treatment effects from total rewards into
individual stages, We formulate the SWL value function as follows,

V SW (D)
.
= E

{
R ·
∑T

j=1 ωj · I(Aj = Dj(Hj))∏T
j=1 πj(Aj |Hj)

}
, (9)

where {ωj}Tj=1 are the real-valued weights satisfying ωj ∈ [0, 1] and
∑T

j=1 ωj = 1 for any
j in {1, .., T}. Intuitively, a larger weight is imposed on a stage with more substantial
treatment effects contributing to the total rewards. As the weights are designed to quantify
the relative importance of treatment effects among decision stages, we denote the imposed
weights {ωj}Tj=1 as stage importance scores.

With the incorporation of stage importance scores, a notable advantage of SWL is the
rescaling of the reward by a weighted average of the treatment alignments. Compared to
the SAL’s uniform stage weights (1/T ) applied to each treatment-matching stage outlined
in equation (7), the nonidentical stage importance scores introduce stage heterogeneity to
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the matching percentage component of the value function. Specifically, individuals with the
same number of alignments between assigned treatments and optimal decisions no longer
have identical treatment-matching percentages as seen in SAL. Instead, their matching
percentages vary based on the importance scores assigned to the matched stages, i.e., a
higher matching percentage is achieved when more stages with larger importance scores
are matched. Consequently, in addition to the total rewards which capture the combined
treatment effects across all decision stages, the matching percentages augment the stage-wise
treatment effect through the importance scores, and thus further account for the stage
heterogeneity within the SWL learning scheme.

The proposed stage importance scores also enhance the learning process of treatment
regimes. As the total rewards are scaled by the weighted matching percentages in equation
(9), treatment mismatch at stages with large importance scores would lead to a substantial
loss in total expected rewards; whereas the expected rewards only have minor fluctuations
at stages with negligible importance scores, regardless of treatment assignments. Under
the main objective of maximizing the expected total rewards, SWL consequently prioritizes
improving treatment alignment accuracy at important stages, and the importance scores at
the individual stage level can effectively direct SWL’s attention towards those stages with
substantial treatment effects.

Noticeably, one of the key components in SWL is the stage importance score. However,
estimating these scores is non-trivial, mainly because the immediate rewards used to evaluate
the treatment effects at each stage in some cases are unobservable. To solve this challenge,
we utilize the attention-based mechanism (Bahdanau et al., 2014). Suppose there exists an
underlying immediate reward function structure {r̃j}Tj=1 which takes the stage importance
score as an additional parameter. Formally, it affects individual’s immediate rewards at the
jth stage as,

rj(Hij , Aij) = r̃j(ωj , Hij , Aij), (10)

where rj : H × A 7→ R+ is the conventional definition of the immediate reward function.
Under our assumption, the importance scores can be disentangled from the original rewards
and are invariant to individual patients, representing stage-wise heterogeneity. Then, due to
the fact that the expected total reward is the summation of expected immediate rewards,
we estimate the importance scores scalars by minimizing the empirical squared loss between
total rewards and constructed surrogate rewards from a semi-parametric point of view, i.e.,

{ω̂1, ..., ω̂T } = argmin
(ω1,...,ωT )∈R|T |

[0,1]

min
(r̃1,...,̃rT )∈R|T |

1

n

n∑
i=1

Ri − T∑
j=1

r̃j (ωj , Hij , Aij)

2

. (11)

Note that we do not limit the parametric form of the reward function spaceR. For illustration
purposes, we represent each reward function r̃j with a fully-connected (FC) network due
to its flexible capability of function approximation (DeVore et al., 2021), and adopt a
long-short term memory (LSTM) network (Hochreiter and Schmidhuber, 1997) to capture
the unobserved patients’ historical information Hij using up-to-date patients’ covariate

information {Xit}jt=1 and past treatments {Ait}j−1
t=1 . Finally, we leverage the attention

mechanism and propose an attention-based recurrent neural network architecture in Figure
1 to estimate the stage importance scores.
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Figure 1: Architecture of stage importance scores searching network. The stage importance scores
are treated as the attention weights applied on the patients’ historical information by the LSTM
layer (Hochreiter and Schmidhuber, 1997), and are later estimated by minimizing the MSE between
the observed and surrogate total rewards after the fully-connected (FC) layers transformation.

The idea behind the attention mechanism is to scale an input sequence by relevance to
the predicting outcomes, with a more relevant part being assigned a higher weight. These
weights focus the attention of the prediction model on the most relevant part of the input
sequence to improve model performance. In our scenario, we view the stage importance
scores as the attention weights so that stages with higher contributions and more relevance
to the final total rewards possess larger attention weights. Therefore, the weights not only
explicitly impose stage heterogeneity on the proposed neural network, but also direct the
network to pay more attention to the stages with large treatment effects when predicting
the total rewards. Once we compute the surrogate total reward from R̃ =

∑T
j=1 r̃j , the final

importance scores can be optimized by minimizing the loss function (11).

With estimated importance scores, we can search for the optimal treatment regime under
the SWL value function (9), via maximizing the objective function with a smooth convex
surrogate function ψ (Bartlett et al., 2006):

D̂SW
ψ = (f̂ψ1, ..., f̂ψT )SW = argmax

{f1,...,fT }∈F |T |

1

n

n∑
i=1

Ri
∑T

j=1 ω̂j ψ(aij · fj(Hij))∏T
j=1 πj(aij |Hij)

. (12)

In particular, we can employ the logistic function as a surrogate to the indicators, i.e.,
ψ(x;λ) = (e−λx + 1)−1. The hyper-parameter λ controls the growth rate where a larger λ
value makes the surrogate converge to the 0-1 indicator function faster.

To conclude, the proposed SWL method inherits the property of treatment mismatching
from SAL and further enhances stage heterogeneity via the empirical stage importance scores
estimated from the attention mechanism. The resulting SWL scheme is able to estimate
the sequential DTR under the weighted multi-label classification framework, where optimal
regime learning at stages with substantial treatment effects is prioritized. In the next section,
we will present the theoretical results of the proposed SWL method.

12
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4. Theoretical Results

In this section, we study the theoretical properties of the proposed SWL method. In Theorem
4, we show the Fisher consistency of the SWL surrogate estimator D̃SW

ψ compared to the

SWL optimal regime D̃SW . Next, we demonstrate the SWL Fisher consistency of the optimal
regime D∗ in Theorem 6, and establish the finite-sample performance error bound with
a flexible metric entropy in Theorem 7. To the best of our knowledge, Theorem 6 is the
first theoretical result to fully discuss the gap in Fisher consistency between multi-stage
DTR methods and the multi-label classification framework. The proof of the theorems and
additional Lemmas are deferred to Appendix A.

In the following, we first introduce our notation for the technical developments. We
let G|T | be a generic product function space; and denote g∗ = (g∗1, ..., g

∗
T ) ∈ G|T | and g∗ψ =

(g∗ψ1, ..., g
∗
ψT ) ∈ G|T | as the optimal treatment regimes with respect to the SWL value function

V SW (9) and its surrogate counterpart V SW
ψ , respectively. Moreover, we define a parametric

product function space F |T |, where we search the maximizer f∗ = (f∗1 , ..., f
∗
T ) ∈ F |T | and

f∗ψ = (f∗ψ1, ..., f
∗
ψT ) ∈ F |T | for the function approximations for g∗ and g∗ψ, respectively. Given

the observed data, we further define f̂n = (f̂ψ1, ..., f̂ψT ) ∈ F |T | as the empirical maximizer of

the SWL objective function V̂ SW
ψ (12). Importantly, we require the stage importance scores

have been estimated and remain fixed throughout the estimation of SWL. Lastly, before
establishing the theoretical results, we present the following necessary regularity conditions
in addition to the assumptions introduced in Section 2.

Assumption 4 (Finite Reward) The total reward is positive and upper-bounded by a finite
constant M, i.e., 0 ≤ ‖R‖∞ ≤M <∞.

Assumption 5 (Strong Positivity) The propensity score πj(Aj |Hj) is pre-defined and lower-
bounded by a positive real number, c0, s.t. 0 < c0 ≤ πj < 1.

Assumption 6 (No Approximation Error) Suppose for any parameterized functional space
F |T |, the approximation error εapp satisfies the following:

εapp := sup
g∈G|T |

inf
f∈F |T |

‖g − f‖∞ = 0.

Assumption 4 is a standard assumption, which requires the total reward to be positive
and bounded. Assumption 5 indicates that the probability of assigning any treatment to
arbitrary stages is positive and lower bounded. In addition, we assume the propensity scores
are known and pre-defined in a trial design to facilitate the development of theoretical
results. Assumption 6 defines an approximation error εapp due to the difference between the
parameterized space F |T | and the generic space G|T |. By setting εapp to zero, the assumption
states that for any function sequence g in the generic function space G|T |, we can find a
function sequence f in the parameterized space F |T | such that f = g. Equivalently, it can be
shown that the optimal regime g∗ belongs to F |T | and g∗ = f∗.
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4.1 Surrogate Fisher consistency

The adoption of surrogate functions eases the optimization procedure. In this subsection, we
establish Fisher consistency between the value function V SW and its surrogate form V SW

ψ .
Specifically, we show that the optimal surrogate treatment decision sign(f∗ψj) is aligned with
the optimal decision sign(f∗j ) at each stage. The obtained result is presented in Theorem 4.

Theorem 4 Let ψ(a, f ;λ) : A×F ×Λ 7→ R be a surrogate function with tuning parameters
λ that satisfies ψ(a, f ;λ) = ψ(−a,−f ;λ) and sign(ψ(1, f ;λ)−ψ(−1, f ;λ)) = sign(f). Then,
for all t = 1, ..., T and Ht ∈Ht,

sign(f∗ψt(Ht)) = sign(f∗t (Ht)) = argmax
at∈{−1,1}

E

rt +
T∑

j=t+1

rj

∣∣∣∣∣∣ At = at, Ht

 . (13)

Theorem 4 guarantees the same treatment decisions could be obtained from the surrogate
estimators and the maximizing regime under the SWL scheme. This validates the usage of
smooth surrogate functions to approximate the indicator functions at each decision stage
which cannot be solved under the IPWE framework. In addition, according to Lemma 8 in
Appendix A.3, the surrogate is only required to be an even function and produce the same
sign as the treatment effect. In fact, a wide class of surrogate functions, such as indicators,
logistic functions, and binary cross-entropy, satisfies such requirements and increases the
optimization flexibility of the proposed SWL method.

In the following subsection, we also demonstrate Fisher consistency between SWL and
the optimal DTR D∗ = {D∗j}Tj=1. The optimal decision d∗t on arbitrary stage t from equation
(1) has the form of

d∗t = D∗t (Ht) = argmax
at∈{−1,1}

E

rt +
T∑

j=t+1

rj

∣∣∣∣∣∣ At = at, Ht, A(t+1):T = d∗(t+1):T

 . (14)

Compared to SWL maximizing regime f∗ in equation (13), the optimal DTR D∗ also aims to
maximize expected future reward, but further assumes every future treatment step matches
with the optimal decision. Thus, depending on the underlying behavioral distributions of
rewards and treatment assignments, SWL could recover D∗ asymptotically only under much
more stringent conditions.

4.2 Fisher consistency: optimal treatment dominance

To fill in the gap between SWL and optimal DTR, we investigate the boundary condition
where the SWL estimators might produce different treatment decisions from the optimal
regime. This condition can be quantified via the relationships between the expected optimal
reward and potential loss due to sub-optimal treatments, defined as follows:

Condition 5 (Optimal Treatment Dominance) Any decision Stage t, where 1 ≤ t ≤ T , is
said to be dominated by the optimal treatment if the optimal treatment yields the largest net
payoffs, i.e., d∗t = argmaxat∈{−1,1}NetPayoffs(At = at, Ht), where

NetPayoffs(At, Ht) = R∗(At, Ht)︸ ︷︷ ︸
Gain from optimal

− (R∗(At, Ht)−R†(At, Ht)) · P †(At, Ht).︸ ︷︷ ︸
Cost: expected loss from sub-optimal future treatments

(15)
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Specifically, R∗(At, Ht) = E{R | At, Ht, A(t+1):T = d∗(t+1):T } is the expected total reward if all

future treatments are optimal, R†(At, Ht) = {E{R | At, Ht, A(t+1):T = d†(t+1):T } represents
the expected total reward if some future treatments failed to be assigned optimally, i.e.,
d†(t+1):T is a collection of all possible sub-optimal regimes where d†j 6= d∗j at some stages

t < j ≤ T , and P †(At, Ht) = P (A(t+1):T = d†(t+1):T | At, Ht) denotes the probability of
assigning any sub-optimal treatments in the future. Overall, Condition 5 indicates optimal
dominance if the underlying optimal treatment not only maximizes expected reward but
also minimizes potential cost in cases where future treatments may deviate from the optimal
treatments. Then, if Condition 5 is satisfied at every decision stage, Fisher consistency
between SWL and optimal DTR can be reached.

Theorem 6 For all stages t = 1, ..., T and Ht ∈Ht, sign(f∗ψt) = sign(f∗t ) = d∗t if and only
if Stage t is dominated by the optimal treatment.

As Theorem 6 shows, Fisher consistency depends on the dominance of the optimal
treatments. For a better understanding of Condition 5, we begin with an extreme scenario
where every individual receives the optimal decisions. Obviously, optimal decisions in this
case are dominant as there is no other regime assigned, and Condition 5 is satisfied at
every stage, i.e., P †(At, Ht) = 0 and the optimal decision d∗t maximize the R∗(At = d∗t , Ht).
Furthermore, since the expected reward E {R | At, Ht} is equal to the expected optimal
reward R∗(At, Ht), it is straightforward to show that the SWL maximizing regime f∗ is the
same as the optimal DTR d∗ according to Equations (13) and (14).

In a more general sense, Condition 5 balances the optimal reward gain and the risk of
future sub-optimal decisions when making a current-stage decision. For example, though
the optimal regime could be hardly assigned to some patients, i.e., P †(d∗t , Ht) is large, the
optimal decision d∗t is still preferred if its expected optimal reward gain, R∗(d∗t , Ht), is much
higher and therefore dominates other regimes. On the other hand, if different decisions
yield similar optimal reward gain, i.e., R∗(d∗t , Ht)−R∗(d†t , Ht) is small, and there is a high
chance of significant losses from future sub-optimal treatments after assigning the optimal
treatment at the current stage, i.e., (R∗(d∗t , Ht)−R†(d∗t , Ht)) · P †(d∗t , Ht) is large, the SWL
estimators will choose an alternative decision which provides a reasonable future reward
while minimizing the reward losses from future sub-optimal treatments. Accordingly, due to
Condition 5, our proposed SWL is able to recover the optimal regime and adaptively make
treatment changes based on the expected rewards, regime assignment rates, and possibilities
of making sub-optimal regimes from the collected empirical data.

4.3 Finite-sample performance error bound

Theorems 4 and 6 establish the consistency properties of the proposed SWL method. To
investigate the finite sample performance of the proposed approach, we also establish the
performance error bound and investigate the convergence rate. In the following, we require
measuring the function space complexity for the parameterized functional space F .

Assumption 7 (Capacity of Function Space) Let F = {f ∈ F : ‖f‖ ≤ 1} and H1, ...,Hn ∈
H. There exist constants C > 0 and 0 < α < 1 such that for any u > 0, the following
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condition on metric entropy is satisfied:

logN2(u,F , H1:n) ≤ C
(

1

u

)2α

. (16)

Assumption 7 characterizes the functional space complexity with the logarithmic minimum
number of balls with radius u required to cover a unit ball in F , and is satisfied under
various functional spaces such as the reproducing kernel Hilbert space (RKHS) and Sobolev
space (Van de Geer, 2000; Steinwart and Christmann, 2008). Consequently, the performance
bound between V SW (f∗) and V̂ SW

ψ (f̂n) is provided in the following Theorem 7.

Theorem 7 Under Assumptions 4-7, there exist constants C1 > 0 and 0 < α < 1 such that
for any δ ∈ (0, 1), w.p. at least 1− δ, the performance error is upper-bounded by:

∣∣∣V SW (f∗)− V̂ SW
ψ (f̂n)

∣∣∣ ≤ M

cT0

T∑
j=1

ωjεn,j︸ ︷︷ ︸
Surrogate error

+
6(α+ 1)

α

[
αC1

√
T

n

(
λM

4cT0

)α] 1
α+1

+
9M

cT0

√
log 2/δ

2n︸ ︷︷ ︸
Empirical estimation error

,

(17)
where εn,j = supAj ,Hj |I(Ajfj(Hj) > 0)− ψ(Ajfj(Hj);λn)|.

In Theorem 7, the finite-sample performance bound can be broken down into two separate
bounds: the surrogate error bound between V SW and V SW

ψ and the empirical estimation

error bound of V SW
ψ . As a result, the SWL performance error convergence rate could be

obtained at O(εn,j + n−1/(2α+2)). In particular, the first term depends on the choice of
the surrogate function. When the surrogate is well-selected as a logistic function, e.g.,
ψ(x;λn) = (e−λnx + 1)−1 with a rate hyper-parameter λn, the surrogate error εn,j vanishes
to zero at the rate of O(e−n), which is much faster than the second term; and therefore the
performance error bound could be reduced to O(n−1/(2α+2)).

Furthermore, based on the O(n−1/(2α+2)) convergence rate, Theorem 7 provides the
finite-sample upper bound which validates the estimation risk and demonstrates how SWL
converges under different parametric space settings. For instance, when the historical
information H is an open Euclidean ball in Rd and the functional space is specified as the
Sobolev space Wk(H) where k > d/2, one can choose α = d/2k to obtain an error upper
bound of rate at O(n−d/2(d+2k)). In addition, when the functional space is finite, the upper
error bound could reach the best rate at O(n−1/2) as α → 0, which achieves the optimal
rate provided in the literature (Zhao et al., 2015, 2019).

To summarize, our finite-sample performance error bound recovers the best-performing
convergence rate found in the existing literature and meanwhile provides a non-asymptotic
explanation of the proposed multi-stage DTR method in empirical settings. With different
choices of metric entropy, the performance error bound can be flexibly adapted to various
functional spaces and is not limited to the RKHS discussed in Zhao et al. (2015). In
addition, our metric condition from Assumption 7 only needs to be satisfied under a more
relaxed empirical L2-norm on the collected samples H1:n, compared to the supremum norm
assumption in Zhao et al. (2019).
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5. Implementation and Algorithm

In this section, we provide our main algorithm for stage importance scores searching and
the optimal SWL regime estimation. The goal is to find a set of optimal parameters that
minimizes the MSE of rewards (11) and maximizes the objective function of SWL (12).

The algorithm starts with finding the stage importance weights by constructing the neural
network as specified in Figure 1, which could be summarised into two major steps. First, we
model the deterministic summary function S via LSTMs and estimate patients’ historical
information Hj at each stage. Second, we use the estimators of stage importance scores to
scale Hj and apply fully-connected (FC) layers on the weighted historical information to
estimate the total rewards from the attention mechanism. Once the surrogate rewards are
estimated, the MSE loss between the observed and surrogate total rewards can be computed,
and the parameters in the neural networks are updated from the back-propagation process
with stochastic gradient descent (SGD)-based optimizers (Robbins and Monro, 1951).

For estimating the optimal regime, there are still two missing pieces need to be filled in
according to the SWL objective function (12): the function representations of the target
regime and the propensity scores of each observed treatment. In this proposed algorithm,
we model the treatment rules {fj}Tj=1 with an FC-network. Since the treatment rule could
be linear or non-linear, we adjust the activation functions applied on each layer within the
network accordingly. To estimate the propensity sores, we apply the logistic regression for
each individual at each stage j, i.e., {π̂ij}ni=1. Finally, we combine every component and
managed to present the entire workflow in Algorithm 1.

Algorithm 1 Stage Weighted Learning

1: Initialize stage weights {ωj}Tj=1; the LSTMs parameterized by θL; the stage-weight FC-network
parameterized by θs; the treatment FC-network parameterized by θf ; learning rate λ; maximum
iterations Tmax; and a stopping error criterion εs

2: Input all observed sequence {(Xi1, Ai1, Xi2, Ai2, ..., XiT , AiT , Ri)}ni=1

3: for k ← 1 to Tmax do
4: Compute gradient w.r.t. θl, θs and {ωj}Tj=1 as

5: Lk1 = 1
n

∑n
i=1

{
Ri −

∑T
j=1 FCkθs

(
(ωj · LSTMk

θl
(Xij , Ai,j−1)

)}2

6: Update parameters of interests ({ωj}Tj=1, θl, θs)
k+1 ← ({ωj}Tj=1, θl, θs)

k − λ · ∇Lk1
7: Stop if |Lk+1

1 − Lk1 | ≤ ε
8: end for
9: Normalize ω̂j = exp(|ω̂j |)/

∑T
j=1 exp(|ω̂j |) and finalize Ĥij = LSTMθkl

(Xij , Ai,j−1)

10: Estimate {(π̂ij)Tj=1}ni=1 via logistic regressions on Aij ∼ 1 + Ĥij

11: for k ← 1 to Tmax do
12: Compute gradient w.r.t. θf as

13: Lk2 = − 1
n

∑n
i=1

{
Ri∏T

j=1 π̂ij
·
∑T
j=1 ω̂j ·

(
exp(−Aij · FCθkf (Ĥij))) + 1

)−1}
14: Update parameters of interests θk+1

f ← θkf − λ · ∇Lk2
15: Stop if |Lk+1

2 − Lk2 | ≤ ε
16: end for
17: Return estimated treatment regime network θ̂f = θkf
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Algorithm 1 demonstrates the end-to-end procedure of the SWL optimal regime estima-
tion. For illustration purposes, we adopt neural networks and optimize via the standard
SGD method. But one can also choose to first parameterize the functions and estimate the
function parameters through the more conventional Broyden–Fletcher–Goldfarb–Shanno
(BFGS) method (Head and Zerner, 1985), or the Nelder–Mead method (Olsson and Nelson,
1975) on the computed loss. In the following, we further introduce techniques that could
be considered to improve neural network convergence and estimation results. For instance,
the Adam optimizer (Kingma and Ba, 2014) could be a suitable alternative to improve the
convergence performance of SGD on highly-complex and non-convex objective functions. In
addition, instead of setting learning rates to be constant as presented in the algorithm, utiliz-
ing the cosine annealing warm-restart schedule (Loshchilov and Hutter, 2016) and different
initialization seeds (Diamond et al., 2016) could improve the optimization to achieve better
local convergence. Furthermore, we can also tune the hyper-parameters, such as the learning
rate and the number of network hidden layers, by conducting a d-fold cross-validation on the
dataset. The detailed cross-validation procedure is described as follows. The dataset is first
randomly partitioned into d evenly-sized subsets, and then the neural network is trained
on each of the (d− 1) subsets and tested on one remaining subset. After averaging the d
testing loss, the set of hyper-parameters with minimal testing loss is selected as optimal
based on the empirical dataset. Once the two-step algorithm is converged and the maximal
value of the objective function is reached, we obtain the optimal empirical SWL regime.

6. Simulation

In this section, we present simulation studies to showcase the empirical advantages of our
proposed methods over popular multi-stage DTR frameworks; e.g., Q-learning (Zhao et al.,
2009), BOWL (Zhao et al., 2015), RWL(Zhou et al., 2017), augmented-IPW estimator
(AIPWE) (Zhang et al., 2013), and C-learning (Zhang and Zhang, 2018), where the latter
two methods utilize robust estimators. Specifically, we investigate the effects of the sample
size, number of stages, optimal regime assignment rate, and regime function complexity
on the model performance. Furthermore, we show the advantages of incorporating stage
importance scores when stage heterogeneity exists in the decision stages.

The general simulation setting is described as follows. First of all, a total number of
20 features {Xi1k}20

k=1 are independently generated from a standard normal distribution
N(0, 1) at baseline (t = 1), and progress according to the treatment assigned at the previous
decision stage via two progression functions ft : Xt 7→ Xt+1 and gt : Xt 7→ Xt+1, i.e.,

Xi,t+1 = I(Ait = 1) · ft(Xit) + I(Ait = −1) · gt(Xit). (18)

Here, we choose ft(Xit) = 0.8 ·Xit + 0.6 · ε and gt(Xit) = 0.6 ·Xit + 0.8 · ε, where ε ∼ N (0, I).
Notably, since past treatment assignments affect the health variables, which in turn influence
future treatment assignments, we establish temporal dependence and interactions among
treatments at different stages.

Next, we design the optimal treatment regime function at each decision stage under
linear and non-linear settings. Under the linear setting, the optimal regime function is
a linear combination of the covariates without interactions; whereas under the nonlinear
setting, we select functions gt from a basis of functions {X,X2, X3, arctanX, sign(X)}, and
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interaction terms are included among the transformed covariates to increase the function
complexity. The optimal treatment regime generation procedure is formalized as follows,

f∗t (Xi,t,1:K) =

{∑
j∈J βtj ·Xi,t,j Linear setting∑
j∈J βtj ·

∏
s∈Sj gts (Xi,t,s) Non-linear setting,

(19)

where βtj ∼ N(0, 1), J is the randomly selected covariate index with cardinality |J | ∼
Unif(5, 20), Sj is a random index set with cardinality |Sj | ∼ Unif(1, 3) specifying the
interaction terms for the jth transformed covariate, and each gts is a nonlinear function
randomly sampled from the pre-specified functional basis. Consequently, the optimal decision
functions and the number of covariates contributing to the optimal treatment rule vary at
each decision time, and can be expanded to long decision sequences.

Lastly, we define a linear immediate reward function after obtaining the optimal decision
d∗t from the optimal regime at each step as

rit = r̃t(ωt, Xi,t,1:K , Ait) = ωt

∑
j∈Jr

βrtj ·Xi,t,j

+Ait · d∗it

+ εr, (20)

where |Jr| ∼ Unif(5, 20), βrtj ∼ N(0, 1) and εr ∼ N(0, 1). Notice that the reward function
consists of three main components: the base reward from patients’ covariates, the treatment
effect, and the stage importance scores. To specify the values of the importance scores
{ωt}Tt=1, we sample weights from Unif(0, 0.2) for non-important stages and from Unif(0.8, 1.0)
for important stages. The importance scores are then normalized such that ωt = αt/

∑T
t=1 αt.

Correspondingly, important stages have larger importance scores and thus more substantial
treatment effects. The total reward for each patient i is computed as Ri =

∑T
t=1 rit, and the

performance of the assigned regime is evaluated by the value function V (X,A) = 1
n

∑n
i=1Ri.

For each specification of listed parameters under the general setting, we repeat experi-
ments 50 times for data generation. All methods are trained using 80% of the simulated
training data, and evaluated on the 20% testing set via value functions and the matching
accuracy between the estimated and optimal treatment regimes. Additionally, since the
true data-generating process is known in the simulation, we progress the patient’s health
variables according to the treatments assigned by the regime and calculate their total rewards
accordingly. Comprehensive experiment results can be found in Appendix D.

6.1 Effects of sample size and number of decision stages

Sample sizes and the number of decision stages are the two important factors that affect
the curse of full matching as introduced in section 2.3. To fully examine the effects of
these two factors on our proposed algorithm, we first conduct simulations on sample sizes
n = 500, 1000, 5000, and the number of decision stages T = 5, 8, 10 where treatments At are
randomly matched with the nonlinear optimal decisions at 50% chance and the number of
important stages is set to 0. The results of model performance are summarized in Table 2.

According to Table 2, we notice that SAL/SWL outperform all other competing methods
with respect to the estimated total rewards. Given a fixed number of stages, every single
model deteriorates as expected when the sample size decreases as indicated by the smaller
values of estimated total rewards, but the improvement margin of the proposed methods

19



Ye, Zhou, Zhu and Qu

T n Q-learning BOWL AIPWE RWL C-learning SAL SWL Observed Oracle
Imp-rate

(to Best)

5 5000 0.157 (0.063) 0.580 (0.030) 0.380 (0.040) 0.611 (0.024) 0.604 (0.024) 0.673 (0.025) 0.671 (0.026) -0.000 (0.017) 0.999 (0.007) 10.081%

1000 0.145 (0.064) 0.418 (0.050) 0.215 (0.046) 0.463 (0.044) 0.421 (0.049) 0.533 (0.045) 0.533 (0.045) -0.008 (0.035) 0.995 (0.015) 14.979%

500 0.162 (0.061) 0.316 (0.068) 0.148 (0.067) 0.363 (0.054) 0.336 (0.075) 0.464 (0.063) 0.465 (0.063) 0.008 (0.054) 0.995 (0.021) 27.924%

8 5000 0.131 (0.069) 0.420 (0.037) 0.266 (0.028) 0.466 (0.026) 0.550 (0.025) 0.647 (0.019) 0.647 (0.019) -0.000 (0.012) 1.000 (0.008) 17.551%

1000 0.112 (0.070) 0.264 (0.050) 0.156 (0.038) 0.314 (0.047) 0.341 (0.053) 0.459 (0.037) 0.459 (0.037) -0.009 (0.032) 1.001 (0.013) 34.660%

500 0.130 (0.057) 0.209 (0.053) 0.117 (0.049) 0.247 (0.057) 0.262 (0.055) 0.410 (0.062) 0.409 (0.062) 0.011 (0.046) 1.001 (0.020) 56.281%

10 5000 0.115 (0.072) 0.347 (0.026) 0.213 (0.027) 0.382 (0.034) 0.518 (0.026) 0.624 (0.021) 0.624 (0.021) -0.001 (0.012) 0.999 (0.009) 20.541%

1000 0.072 (0.051) 0.214 (0.038) 0.124 (0.037) 0.247 (0.041) 0.308 (0.046) 0.438 (0.041) 0.440 (0.042) -0.012 (0.028) 1.000 (0.016) 42.969%

500 0.100 (0.068) 0.157 (0.062) 0.089 (0.048) 0.199 (0.052) 0.224 (0.067) 0.378 (0.063) 0.376 (0.064) 0.013 (0.042) 1.000 (0.027) 68.250%

Table 2: Estimated total rewards when the optimal regime is nonlinear, assigned treatment
At ∼ Bernouli(0.5) · d∗t and no important stage. Standard errors are listed next to the estimated
means. The Oracle stands for the best estimated total rewards if all treatments are assigned optimally.
The improvement rate compares SAL/SWL against the best performer of competing methods.

compared to the best-performing competing method increases. In particular, when T = 5,
the SAL/SWL improves the estimated total rewards nearly three times as much, from
10.08% to 27.92%, as the sample size decreases from 5000 to 500. In addition, the difference
between our model performance and other competing methods enlarges with an increasing
number of decision stages. For instance, when n = 5000, the improvement rates increase
from 10.08% to 20.54% as T grows from 5 to 10. This implies that the proposed method
has a more efficient utilization of the observed information and more advantages when the
sample size is small and the number of treatment stages is large.

6.2 Full-matching rates between assigned and optimal treatments

We illustrate the curse of full matching under various sample sizes and numbers of stages.
However, the empirical dilemma could compromise the convergence of the DTR methods
at the same time. To describe a more straightforward association between full-matching
rates and model performance while minimizing the effects from non-convergent results, we
set n = 5000, T = 10, and directly adjust the matching probabilities between the assigned
and optimal treatments. Specifically, at each stage, we consider the assigned treatment
with a 50%, 60%, 70%, and 80% probability of matching the optimal treatment. As a
result, the number of stages receiving optimal decisions follows a binomial distribution with
these respective probabilities, and the full-matching rates are 0.510 ≈ 0.001, 0.610 ≈ 0.006,
0.710 ≈ 0.03, and 0.810 ≈ 0.1.

Full-Matching Probability

P (
∑10

t=1 I(At = d∗t ) = 10)
BOWL Q-learning AIPWE RWL C-learning SAL SWL Observed Oracle

Imp-rate

(to BOWL)

Scenario 1 (0.100) 0.659 (0.014) 0.174 (0.068) 0.214 (0.030) 0.639 (0.019) 0.511 (0.026) 0.686 (0.016) 0.686 (0.016) 0.598 (0.011) 1.000 (0.009) 4.058%

Scenario 2 (0.030) 0.578 (0.022) 0.165 (0.070) 0.222 (0.027) 0.547 (0.024) 0.524 (0.027) 0.657 (0.020) 0.658 (0.021) 0.400 (0.011) 0.999 (0.009) 13.780%

Scenario 3 (0.006) 0.455 (0.034) 0.146 (0.075) 0.218 (0.028) 0.428 (0.028) 0.530 (0.023) 0.635 (0.022) 0.633 (0.023) 0.200 (0.010) 0.999 (0.009) 39.603%

Scenario 4 (0.001) 0.347 (0.026) 0.115 (0.072) 0.213 (0.027) 0.382 (0.034) 0.518 (0.026) 0.624 (0.021) 0.624 (0.021) -0.001 (0.012) 0.999 (0.009) 79.694%

Table 3: Estimated total rewards of listed models when n = 5000, T = 10, and the treatments
are matched with the nonlinear optimal decisions based on the pre-specified matching probabilities.
Standard errors are provided in parentheses. Improvement rates compare SAL/SWL against BOWL.
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Based on the results presented in Table 3, we observe that SAL/SWL outperform the
rest of the competing methods, with greater improvement over BOWL as the full-matching
probability decreases. This is expected since BOWL, as an IPWE-based method, depends
heavily on full-matching treatments for convergence, while our methods incorporate sub-
optimal treatments and thus are more robust across varying treatment matching scenarios.
Among competing methods, Q-learning performs poorly due to its dependence on a correctly
specified outcome model, which is challenging with high heterogeneity and a large number
of stages. AIPWE and RWL face similar challenges with their augmented unbiased and
residual terms, and AIPWE further suffers from its complex estimator format. C-learning,
which combines regression-based methods with AIPWE policy search techniques, shows the
highest performance among the competing methods when the full-matching rates are small.
Nonetheless, both the regression and robust policy-search components increase computational
complexity and rely on outcome models, parametric or non-parametric, to stabilize IPWEs.
In contrast, the proposed methods provide a fundamental solution to break the curse of
full-matching, effectively enhance sample efficiency, and achieve superior model performance.

6.3 Optimal regime function complexities

In this numerical study, we are interested in analyzing the sensitivity of our proposed method
to the functional complexity of the underlying optimal regime. Specifically, we also consider
the linear treatment regimes and include the homogeneous decision rule setting where the
optimal rules are the same at all time points, i.e. f∗j = f∗1 for all 2 ≤ j ≤ T . Note that the
homogeneous rules can be oftentimes encountered in a high-frequency treatment session as
the optimal regime is unlikely to update in a short period of time. We combine the results
of four settings when T = 5 in Figure 2.

Figure 2: Sensitivity plots of estimated total rewards under four function settings against sample
sizes. The number of decision stages is set to 5 and there are no important stages for this example.
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As algorithms converge, a decrease in the performance improvement rate/slope is expected.
According to this criterion, we observe that the proposed SAL/SWL methods have similar
convergence rates and converge to Oracle faster than all other methods. For instance,
under the linear homogeneous treatment rule setting, SWL achieves an averaged 97.36%
matching accuracy, compared to 74.71% for BOWL when the sample size reaches 1000.
Though the presented empirical results can be affected by the implementation and choices
of hyper-parameters, based on the similar performance-increasing rate between SWL and
BOWL when the sample size is larger than 2000, we can confirm with our theoretical results
that our SWL reaches the same state-of-the-art asymptotic convergence rate as BOWL. In
addition, from the deteriorated performance in the nonlinear heterogeneous setting compared
to the linear homogeneous setting, we verify that the increasing level of functional complexity
raises optimization difficulties and hinders the model convergence rate with limited empirical
examples. Nevertheless, our proposed method outperforms all competing methods by a
considerable margin, especially when the sample size is small.

6.4 Stage heterogeneity: number of important stages

In this subsection, we illustrate the advantages of incorporating stage heterogeneity with the
stage importance scores. We adjust the level of heterogeneity by changing the number of
important stages, where fewer important stages induce stronger heterogeneity. In addition,
to maximize the heterogeneity among stages, we consider the linear homogeneous decision
rule setting as illustrated in the previous simulation subsection. Figure 3 provides the
obtained results when n = 500 and T = 10.

Figure 3: Boxplots of the estimated total rewards of listed methods versus the number of important
stages when n = 500, T = 10, and the optimal treatment rule is linear and homogeneous.

As shown, while the proposed SAL still outperforms the rest of the competing methods
under the first three scenarios, the importance scores can further improve the performance
of SAL with a greater margin when the heterogeneity among the stages gets stronger.
Moreover, the stability of SAL can be improved with the stage weights when strong stage
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heterogeneity exists. We conclude that the proposed stage importance scores are able to
explicitly incorporate stage heterogeneity into the SAL estimator and can be used for regime
searching on stages which contribute to improving treatment effects.

7. Data Analysis

In this section, we apply the proposed method to UC COVID Research Data Sets (UC
CORDS) (University of California Health), which combines timely COVID-related testing
and hospitalization healthcare data from six University of California schools and systems.
As of December 2022, UC CORDS include a total number of 108,914 COVID patients,
where 31,520 of them had been hospitalized and 2,333 of them had been admitted to the
ICU. Aiming to facilitate hospital management by reducing inpatients’ length of stay at
hospitals and further prevent them from developing more severe symptoms, we are interested
in selecting effective treatments tailored to individual patients.

One of the first few FDA-approved drugs that have been found effective against COVID
was Dexamethasone (Ahmed and Hassan, 2020). However, the precise treatment plan using
Dexamethasone still remains unclear. As suggested by Waterer and Rello (2020), clinicians
need to consider individual risks especially among elderly patients with age over 65 years
old and patients with comorbidities, such as diabetes and cardiovascular diseases. In fact,
according to the UC CORDS medical records, elderly patients spend 3 more days on average
in both hospitals and ICUs compared to younger patients. Thus, our goal is to apply DTR
methods to provide an optimal individualized treatment decision for Dexamethasone (i.e.,
whether the patient should take the drug or not) with the incorporation of heterogeneity
among patients at a decision stage.

In this application, we list two emerging technical challenges. First, the number of
decision stages involved can be large during the average 7 days of inpatient stay, and unlike
the infinite horizon DTR method (Ertefaie and Strawderman, 2018; Zhou et al., 2024), a
finite number of treatment stages is considered in this application. As a result, an efficient
DTR estimation method should be robust against the curse of full-matching, e.g., long
decision sequences and few patients receiving optimal treatments. Second, according to Lee
et al. (2021) who found an early administration of Dexamethasone can reduce hospital stay,
we speculate that stage heterogeneity exists in evaluating the treatment effect, and therefore
examine methods which can incorporate timing effects on the estimation procedure. Taking
the above two challenges into account, the proposed SAL and SWL are able to fulfill these
needs for this real-data application.

We first pre-process UC CORDS data following the procedure elaborated in Appendix
E. Then we fit the proposed models and competing methods to search for the optimal DTR
of Dexamethasone which can reduce the number of inpatient or ICU day stays for admitted
patients. In this application, we include patients who received a total number of 5, 8, and 10
treatment decisions during their stay in the hospital and were later successfully transitioned
to outpatient care after recovery. In addition, we randomly select 80% of the data as a
training set and repeat the process 20 times to obtain a Monte-Carlo sample of the model
performance scores. All methods are evaluated under the empirical value outcome according
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to Zhao et al. (2015), i.e.,

V̂ d =
En
{
R ·
∏T
j=1 I(aj = dj)/

∏T
j=1 π̂j(aj |Hj)

}
En
{∏T

j=1 I(aj = dj)/
∏T
j=1 π̂j(aj |Hj)

} . (21)

To show the model performance, we list the estimated outcomes in terms of hospitalization
days in Table 4 and Figure 4, where a smaller value indicates better model performance.

Stay Type Number of Stage Observed Q-learning BOWL AIPWE RWL C-learning SAL SWL

ICU 5 (n=623) 14.904 18.217 (17.920) 11.720 (9.412) 15.251 (11.720) 10.455 (10.240) 9.518 (10.252) 7.175 (7.832) 5.855 (4.666)

8 (n=345) 14.345 44.200 (16.167) 10.340 (8.295) 41.300 (17.254) 7.173 (6.237) 7.680 (7.124) 4.913 (3.375) 6.749 (7.636)

Inpatient 5 (n=3256) 9.077 10.108 (3.291) 11.525 (2.212) 10.003 (6.660) 9.493 (1.507) 9.784 (2.667) 9.019 (3.051) 7.790 (2.861)

8 (n=1876) 8.548 24.950 (11.200) 9.543 (4.824) 19.815 (13.451) 9.589 (2.790) 9.490 (4.690) 6.704 (3.541) 5.664 (3.263)

10 (n=1419) 8.250 27.712 (10.713) 15.129 (12.910) 27.800 (10.884) 11.412 (4.031) 6.537 (2.065) 5.582 (2.318) 4.817 (1.958)

Table 4: Estimated number of hospitalization days obtained from DTR methods under two different
stay types: Inpatient and ICU. The sample size is listed next to the number of stages.

Both Table 4 and Figure 4 show that our SAL/SWL methods achieve the overall best
performance in terms of reducing the length of hospital stay for patients following the
suggested DTR. Specifically, the proposed methods reduce almost 40% of the ICU duration
from 10 days to 6 days, compared to C-learning when a total of 5 decision stages is involved.
Apart from the averaged performance, our methods attain leading model stability compared
to other competing methods. In particular, SWL can further improve the model stability of
SAL over a larger number of decision stages, which involve an increased level of heterogeneity
and can be more effectively captured by the stage importance scores via the attention-based
neural network.

Figure 4: Boxplots of the estimated number of inpatient days by the number of decision stages.

Based on our analyses, we can summarize that Q-learning has difficulties in estimating
the outcome when a large number of decision stages are involved and the underlying reward
mechanism is complicated, especially in the case of COVID where the association of recovery
time and Dexamethasone treatment still remains unclear. Meanwhile, BOWL is based on the
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IPWE framework and requires a sufficient number of patients receiving optimal treatments
at all stages. Thus, as the number of stages increases and the number of involved patients
decreases, BOWL shows deteriorating performance and larger variance. Among methods
aimed at stabilizing IPWEs, AIPWE utilizes robust estimators, but due to high heterogeneity
among COVID patients, accurately modeling either propensity or outcome to achieve double
robustness is challenging in practice. On the other hand, RWL, which mitigates outcome
shifts via residuals, and C-learning, which leverages regression-based models, have both
shown effectiveness in stabilizing IPWEs. However, both methods still require estimating
outcomes, leading to increased computational complexities and vulnerability to model
misspecification as the number of decision stages grows. In comparison, our methods are able
to combine the efficiency of IPWE-based methods and meanwhile improve model stability by
taking into account heterogeneity-matching schemes between the observed and underlying
optimal regimes. Our real-world application to the UC CORDS dataset demonstrates the
superior empirical performance of the proposed SAL/SWL methods.

8. Discussion

In this paper, we introduce a novel individualized learning method for estimating the optimal
dynamic treatment regime. The proposed SAL/SWL utilizes the matching status between
the observed and underlying optimal regime at any stage and substantially improves the
sample efficiency of the IPWE-based approaches. With the stage importance scores, SWL
enhances stage heterogeneity and therefore more accurately captures the differences in
treatment effectiveness at various stages. In theory, we establish Fisher consistency and
the finite-sample performance error bound, which achieves the best convergence rate in the
literature and provides a non-asymptotic explanation.

There are future improvements and extensions for our work. For example, to estimate
the stage importance scores, we construct an attention-based neural network in the current
work, which makes the estimated importance scores remain fixed at all stages. However,
the treatment stage heterogeneity could vary among the patients. As for future exploration,
we can incorporate the multi-head attention architecture (Vaswani et al., 2017) which
provides individualized stage importance scores at the patient level. Additionally, our
current framework accommodates only binary treatment options at each stage, which could
be explored for potential expansion to multiple treatment choices in the future (Zhang
et al., 2020; Xu et al., 2024a,b). Furthermore, we can investigate extending our work to an
infinite-horizon or shared-parameter setting, where decision rules become Markovian over
a long series of decision stages. We can also develop a data-driven procedure to estimate
the weighting scale used in the general framework introduced by SAL. These extensions are
further discussed in Appendix C and D.
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Appendix A. Theoretical proof

A.1 Derivation of K matching potential outcome

In this appendix we prove the following proposition from Section 3.1:

Proposition 1 Under the SUTVA and no unmeasured confounding assumptions, the expected
total reward under the target regime D with k number of matching stages equals

ED(k) [R] = E

{
R · I(|A ∩D | = k)∏T

j=1 πj(Aj |Hj)

}
,

and the corresponding maximizing regime D̃(k) is defined as

D̃(k) = argmax
D

ED(k){R}.
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Proof. Let τ = (x1, a1, x2, a2, ..., xT , aT , R) ∼ P be the observed sequence. We want to
evaluate the expected rewards under the restricted measure PD(k) , where there are k number
of stages matched with the target regime D . Suppose we have a set of indices K that contains
the K indices of the matching stage and given the past information x̄t = (x1, ..., xt) and
āt−1 = (a1, ..., at−1), the probability of assigning at according to policy D(k) is equal to

P
D(k)

t (at; x̄t, ¯at−1) | K = I(t ∈ K) · I(at = dt(x̄t, ¯at−1)) + I(t /∈ K) · I(at 6= dt(x̄t, ¯at−1)) (22)

By Radon-Nikodym:

dPD(k)(τ)

dP (τ)

∣∣∣∣∣K
=
f0(x1)P

D(k)

1 (a1|x1)P (x2|x1, a1)P
D(k)

2 (a2|x1, a1) · · · P (xT | ¯XT−1, ¯aT−1)P
D(k)

T (aT ; x̄T , ¯at−1)

f0(x1)π1(a1|x1)P (x2|x1, a1)π2(a2|x1, a1, x2) · · · P (xT | ¯XT−1, ¯aT−1)πT (aT |x̄T , ¯aT−1)

=

∏T
j=1 P

D(k)

j (aj ; x̄j , ¯aj−1)∏T
j=1 πj(aj ; x̄j , ¯aj−1)

=

∏T
j=1 [I(j ∈ K) · I(aj = dj(x̄j , ¯aj−1)) + I(j /∈ K) · I(aj 6= dj(x̄j , ¯aj−1))]∏T

j=1 πj(aj ; x̄j , ¯aj−1)

=

∏
j∈K I(aj = dj(x̄j , ¯aj−1)) ·

∏
j /∈K I(aj 6= dj(x̄j , ¯aj−1))∏T

j=1 πj(aj ; x̄j , ¯aj−1)

Applying the importance weight correction:

E
τ∼PD(k) [R]

= EK
[
E
τ∼PD(k) [R

∣∣ K]
]

= EK
[
Eτ∼P

[
dPD(k)(τ)

dP (τ)
·R
∣∣∣∣ a1:T ∼ π,K]]

= EK

[
Eτ∼P

[∏
j∈K I(aj = dj(x̄j , ¯aj−1)) ·

∏
j /∈K I(aj 6= dj(x̄j , ¯aj−1))∏T

j=1 πj(aj ; x̄j , ¯aj−1)
·R

∣∣∣∣∣ a1:T ∼ π, K

]]

=

(
T

k

)−1∑
Kj

Eτ∼P

[∏
j∈Kj

I(aj = dj(x̄j , ¯aj−1)) ·
∏
j /∈Kj

I(aj 6= dj(x̄j , ¯aj−1))∏T
j=1 πj(aj ; x̄j , ¯aj−1)

·R

∣∣∣∣∣ a1:T ∼ π
]

=

(
T

k

)−1
· Eτ∼P

∑Kj

{∏
j∈Kj

I(aj = dj(x̄j , ¯aj−1)) ·
∏
j /∈Kj

I(aj 6= dj(x̄j , ¯aj−1))
}

∏T
j=1 πj(aj ; x̄j , ¯aj−1)

·R

∣∣∣∣∣∣ a1:T ∼ π


=

(
T

k

)−1
· Eτ∼P

[
I(
∑T
j=1 I(aj = dj(x̄j , āj−1)) = k)∏T

j=1 πj(aj ; x̄j , ¯aj−1)
·R

∣∣∣∣∣ a1:T ∼ π
]

(23)

= c0 · Eτ∼P

[
I(a ∩ d = k)∏T

j=1 πj(aj ; x̄j , ¯aj−1)
·R

∣∣∣∣∣ a1:T ∼ π
]

(24)
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Notice that (23) satisfies because there is only one set of K indices (K∗) making the product∏
j∈K∗ ·

∏
j /∈K∗ equal to 1. Then the if and only if relationship is obvious.

A.2 Derivation of SAL estimators

In this appendix we prove the following SAL value function from Section 3.2:

V SA(D) =
T∑
k=0

k

T
· ED(k){R} = E

{
R · 1

T

∑T
j=1 I(Aj = Dj(Hj))∏T
j=1 πj(Aj |Hj)

}
.

Proof. We first take the iterated expectation of each level of k-IPWE:

EK
[
ED(k) [R]

]
=

T∑
k=0

ED(k) [R] · P (K = k) =
T∑
k=0

E
[
R · I(K = k)∏
πj(Aj |Hj)

]
· P (K = k). (25)

Fixing a level of k under each iteration, the k-IPWE can be further deduced to

E
[
R · I(K = k)∏
πj(Aj |Hj)

]
= E

[
R∏

πj(Aj |Hj)

∣∣∣∣ K = k

]
· P (K = k)

= E
[

R · φ(K)∏
πj(Aj |Hj)

∣∣∣∣ K = k

]
, (26)

where φ(K) = P (K = k) is the density of the matching number K. Then, combining
equations (25) and (26) gets

EK
[
ED(k) [R]

]
=

T∑
k=0

E
[

R · φ(K)∏
πj(Aj |Hj)

∣∣∣∣ K = k

]
· P (K = k)

= E

R · φ
(∑T

j=1 I(Aj = Dj)
)

∏
πj(Aj |Hj)

 . (27)

Since the SAL takes a linear weighting function φ(k) = k/T with respect to the matching
number k, it is obvious to show:

V SA(D) =

T∑
k=0

ED(k) [R] · P (K = k) =
T∑
k=0

ED(k) [R] · k
T

= E

[
R · 1

T

∑T
j=1 I(Aj = Dj)∏
πj(Aj |Hj)

]
.
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A.3 Proof of Theorem 4 - Fisher consistency

In this appendix we prove the following Theorem from Section 4.1:

Theorem 4 Let ψ(a, f ;λ) : A×F×Λ 7→ R be a surrogate function with tuning parameters
λ that satisfies ψ(a, f ;λ) = ψ(−a,−f ;λ) and sign(ψ(1, f ;λ)−ψ(−1, f ;λ)) = sign(f). Then,
for all t = 1, ..., T and Ht ∈Ht,

sign(f∗ψt(Ht)) = sign(f∗t (Ht)) = argmax
at∈{−1,1}

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ At = at, Ht

 .

Proof. The objective of this theorem is consisted of two steps. First, we want to find
a sequence of functions (f∗ψ1, ..., f

∗
ψT ) that maximizes the surrogate version of SWL value

function; and second, verify that the sign of obtained optimizers is aligned with the treatment
decision (f∗1 , ..., f

∗
T ) that maximizes V SW . We will illustrate the proof on any arbitrary

stage t, where 1 ≤ t ≤ T . To begin with, consider the maximization results of the proposed
SWL algorithm on the tth stage given the history information Ht ∈ Ht. Notice that as
Ht summarizes all past information up to the tth stage, the treatment results {Aj}tj=1 and
covariates information {Hj}yj=1 from past stages are treated as known constants. Thus,

f∗ψt = argmax
(f1,...,fT )∈F |T |

E

[
R ·
∑T

j=1 ωj · ψ(Aj , fj(Hj))∏T
j=1 πj(aj |Hj)

∣∣∣∣∣ Ht, {ωj}Tj=1 = {ω̂j}Tj=1

]

= argmax
ft∈F

E

[
R · ω̂t · ψ(At, ft(Ht))∏T

j=1 πj(aj |Hj)

∣∣∣∣∣ Ht

]
(28)

= argmax
ft∈F

∑
at∈{−1,1}

E

[
R · ω̂t · ψ(At, ft(Ht))∏T

j=t+1 πj(aj |Hj)

∣∣∣∣∣ Ht, At = at

]

= argmax
ft∈F

∑
at∈{−1,1}

ψ(at, ft(Ht)) · E [R | Ht, At = at] (29)

= argmax
ft∈F

ψ(1, ft(Ht)) · Vt1(Ht) + ψ(−1, ft(Ht)) · Vt2(Ht), (30)

where Vt1(Ht) = E [R | Ht, At = 1] and Vt2(Ht) = E [R | Ht, At = −1]. An important prop-
erty of the summation operator in our proposed SWL method is that optimizing ft at
one stage will not affect the final results of decision rules at other stages. Thus, we could
break down the optimation steps into T-individual sub-tasks as could be seen from the
second equation (28). Besides, according to the random trial property inherited from the
SMART study design, the propensities are independent from the covariate information H
and thus could be dropped as constants for all future steps in the fourth equation (29).
Lastly, continued from the last equation (30), we could utilize Lemma 8 to verify the sign of
the obtained maximizer f∗ψt at the tth stage. Assume the surrogate function ψ satisfies the
conditions of Lemma 8, we obtained
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sign(f∗ψt(Ht))

= sign

E

 T∑
j=1

rj

∣∣∣∣∣∣ Ht, At = 1

− E

 T∑
j=1

rj

∣∣∣∣∣∣ Ht, At = −1


= sign

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, At = 1

− E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, At = −1


= argmax

at∈{−1,1}
E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, At = at

 (31)

The result from equation (31) once again utilizes the fact that the information of past rewards
is encapsulated in the history variable Ht. Now, since the indicator function I(af > 0) also
satisfies the conditions of Lemma 8, we are able to establish Fisher consistency between
V SW
ψ and V SW on any arbitrary tth stage as:

sign(f∗t (Ht))

= sign

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, At = 1

− E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, At = −1


= sign(f∗ψt(Ht)) (32)

Lemma 8 Let V1, V2, and F be three functions mapping H onto R. Besides, F is a
functional space closed under complement. Assume the surrogate function ψ(a, f ; θ) : A×
F 7→ R satisfies that ψ(a, f ; θ) = ψ(−a,−f ; θ) and sign(ψ(1, f ; θ)− ψ(−1, f ; θ)) = sign(f).
Then if f∗ ∈ F maximizes T (f) = ψ(1, f)V1 + ψ(−1, f)V2, the sign of f∗ aligns with the
sign of V1 − V2 (i.e., sign(f∗) = sign(V1 − V2)).

Proof of Lemma 8. To find the f∗ ∈ F that maximizes T (f), we consider a reduced
function space F̃ = {argmaxf̃∈{f,−f} T (f̃)}f∈F . Since F is closed under complement, the

contrast function −f exists in F . Hence, we first compare T (f) with T (−f) and construct

F̃ by adding one of the f and −f that yields larger T value. By construction, |F̃ | = |F|
2 ,

and the following comes naturally:

f∗ = argmax
f∈F

T (f) = argmax
f̃∈F̃

T (f̃)

Next, for each f ∈ F , we find its corresponding f̃ = argmaxf̃∈{f,−f} T (f̃) from T (f)−T (−f):

T (f)− T (−f) = [ψ(1, f)V1 + ψ(−1.f)V2]− [ψ(1,−f)V1 + ψ(−1.− f)V2]
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= ψ(1, f)(V1 − V2)− ψ(1,−f)(V1 − V2)

= [ψ(1, f)− ψ(1,−f)] (V1 − V2)

which implies, sign(T (f) − T (−f)) = sign(f) ∗ sign(V1 − V2). Based on the sign of f and
V1 − V2, following two cases can be discussed:

argmax
f̃∈{f,−f}

T (f̃) =

{
f if sign(f) = sign(V1 − V2)

−f if sign(f) 6= sign(V1 − V2)

In either cases,
sign(f̃) = sign(argmax

f̃∈{f,−f}
T (f̃)) = sign(V1 − V2)

Since ∀f̃ ∈ F̃ and ∀H ∈ H, sign(f̃) = sign(V1(H) − V2(H)) and f∗ ∈ F̃ , we have shown
that sign(f∗) = sign(V1(H)− V2(H)).

In the following, we present that the indicator function, logistic function, as well as binary
cross-entropy all satisfy the ψ function assumption.

1. ψ(a, f) = I(af > 0)

ψ(−a,−f) = I((−a)(−b) > 0) = I(af > 0) = ψ(a, b)

sign(ψ(1, f)− ψ(−1, f)) = sign(I(f > 0)− I(f < 0)) = sign(f)

2. ψ(a, f ;λ) = (e−λaf + 1)−1

ψ(−a,−f) = (e−λ(−a)(−f) + 1)−1 = (e−λaf + 1)−1 = ψ(a, b)

sign(ψ(1, f)− ψ(−1, f)) = sign((e−λf) + 1)−1 − (eλf + 1)−1) = sign

(
eλf − 1

eλf + 1

)
= sign(f)

3. ψ(a, f ;λ) = −a+1
2 log(e−f + 1)− (1− a+1

2 )log(ef + 1)

ψ(−a,−f) = −−a+ 1

2
log(ef + 1)− (1− −a+ 1

2
)log(e−f + 1)

= −a+ 1

2
log(e−f + 1)− (1− a+ 1

2
)log(ef + 1) = ψ(a, b)

sign(ψ(1, f)− ψ(−1, f)) = sign(−log(e−f + 1) + log(ef + 1)) = sign(log(ef )) = sign(f)

A.4 Proof of Theorem 6 - Fisher consistency with optimal

In this appendix we prove the following Theorem from Section 4.2:

Theorem 6 For all stages t = 1, ..., T and Ht ∈Ht, sign(f∗ψt) = sign(f∗t ) = d∗t if and only
if Stage t is dominated by the optimal treatment effect.
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Proof. After expanding equation (31), sign(f∗ψt) at stage t can be rewritten as,

sign(f∗ψt)

= argmax
at∈{−1,1}

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, At = at


= argmax
at∈{−1,1}

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, at, A(t+1):T = d∗(t+1):T

 · P (A(t+1):T = d∗(t+1):T | Ht, at)+

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, at, A(t+1):T 6= d∗(t+1):T

 · P (A(t+1):T 6= d∗(t+1):T | Ht, at)

= argmax
at∈{−1,1}

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, at, A(t+1):T = d∗(t+1):T

 · (1− P (A(t+1):T 6= d∗(t+1):T | Ht, at)
)

+

E

rt +

T∑
j=t+1

rj

∣∣∣∣∣∣ Ht, at, A(t+1):T 6= d∗(t+1):T

 · P (A(t+1):T 6= d∗(t+1):T | Ht, at) (33)

= argmax
at∈{−1,1}

R∗(at, Ht) +
(
R∗(at, Ht)−R†(at, Ht)

)
· P †(at, Ht), (34)

where in step (34), we denote E
[
rt +

∑T
j=t+1 rj

∣∣∣ Ht, At = at, A(t+1):T = d∗(t+1):T

]
to be

R∗(At = at, Ht), which represents the optimal expected reward achievable after assign-
ing treatment at given health variable Ht at the current stage t while assuming all fu-
ture treatments are assigned optimally. Additionally, we let R†(At = at, Ht) denote

E
[
rt +

∑T
j=t+1 rj

∣∣∣ Ht, At = at, A(t+1):T 6= d∗(t+1):T

]
to represent the expected total rewards

if some of the future assignments are not optimal after assigning at at the current stage.
Correspondingly, P †(At = at, Ht) denotes the possibility of assigning any sub-optimal treat-
ment in future stages. Given the notations, to let sign(f∗ψt) = d∗t , it is trivial to show that
the optimal d∗t must maximize Equation (34) and fulfill this condition.

A.5 Proof of Theorem 7 - Finite-sample performance error bound

In this appendix we prove the following Theorem from Section 4.3:

Theorem 7 Under Assumptions 4-7, there exist constants C1 > 0 and 0 < α < 1 such that
for any δ ∈ (0, 1), w.p. at least 1− δ, the performance error is upper-bounded by:

∣∣∣V SW (f∗)− V̂ SW
ψ (f̂n)

∣∣∣ ≤ M

cT0

T∑
j=1

ωjεn,j︸ ︷︷ ︸
Surrogate error

+
6(α+ 1)

α

[
αC1

√
T

n

(
λM

4cT0

)α] 1
α+1

+
9M

cT0

√
log 2/δ

2n︸ ︷︷ ︸
Empirical estimation error

,

where εn,j = supAj ,Hj |I(Ajfj(Hj) > 0)− ψ(Ajfj(Hj);λn)|.
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Proof. To show the performance bond between V SW (f∗) and V̂ SW
ψ (f̂n), we first notice

that the performance bound could be separated into two bounds: the concentration bounds
between V SW and V SW

ψ , as well as the empirical estimation error bound of V SW
ψ .∣∣∣V SW (f∗)− V̂ SW

ψ (f̂n)
∣∣∣

≤
∣∣V SW (f∗)− V SW

ψ (f∗)
∣∣+
∣∣∣V SW
ψ (f∗)− V̂ SW

ψ (f̂n)
∣∣∣

≤
∣∣V SW (f∗)− V SW

ψ (f∗)
∣∣+
∣∣∣V SW
ψ (f∗)− V SW

ψ (f̂n)
∣∣∣+
∣∣∣V SW
ψ (f̂n)− V̂ SW

ψ (f̂n)
∣∣∣

≤
∣∣V SW (f∗)− V SW

ψ (f∗)
∣∣+
∣∣∣V SW
ψ (f∗)− V SW

ψ (f̂n) + V̂ SW
ψ (f̂n)− V̂ SW

ψ (f∗)
∣∣∣+∣∣∣V SW

ψ (f̂n)− V̂ SW
ψ (f̂n)

∣∣∣ (35)

≤
∣∣V SW (f∗)− V SW

ψ (f∗)
∣∣+ 2 sup

f∈F |T |
|V SW
ψ (f)− V̂ SW

ψ (f)|+ sup
f∈F |T |

|V SW
ψ (f)− V̂ SW

ψ (f)|

=
∣∣V SW (f∗)− V SW

ψ (f∗)
∣∣︸ ︷︷ ︸

Surrogate error bound

+ 3 sup
f∈F |T |

∣∣∣V SW
ψ (f)− V̂ SW

ψ (f)
∣∣∣︸ ︷︷ ︸

Empirical estimation error bound

(36)

According to the results (36), the performance bound could be obtained once the concen-
tration and estimation error bounds are estimated. We will bound each component in the
following two subsections.

A.5.1 Surrogate error bound

First, we show that for any regime f ∈ F |T | and surrogate function ψ(x;λ), the concentration
bound is upper bounded by,∣∣V SW (f)− V SW

ψ (f)
∣∣

=

∣∣∣∣∣∣E
 R∏T

j=1 πj

T∑
j=1

ωj (I(Ajfj(Hj) > 0)− ψ(Ajfj(Hj);λ))

∣∣∣∣∣∣
≤ E

 R∏T
j=1 πj

T∑
j=1

ωj |I(Ajfj(Hj) > 0)− ψ(Ajfj(Hj);λ)|


≤ M

cT0

T∑
j=1

ωj sup
Aj ,Hj

|I(Ajfj(Hj) > 0)− ψ(Ajfj(Hj);λ)| . (37)

A.5.2 Empirical estimation error bound

Next, we would like to show the empirical estimation error bound. To begin with, we denote
the observed data to be ΩN = {(Xi, Ai, Ri, πi)}Ni=1. Besides, based on the observed data,
we consider a class of functions G such that V̂ SW

ψ (ΩN ) = 1
N

∑N
i=1 g(ΩNi) for g ∈ G. To

be specific, the connection between g and the decision rules f is that g(X,A, π,R; f) =
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R∏T
j=1 πj

∑T
j=1 ωj · (e−λ·Ajfj(Hj) + 1)−1. Then, according to the Lemma 9 and Lemma 10, with

probability at least 1− δ, the estimation error bound could be upper bounded by,

sup
f∈F |T |

∣∣∣V SW
ψ (f)− V̂ SW

ψ (f)
∣∣∣ ≤ 2 · (α−1 + 1) ·

[
αC1

√
T

N

(
λM

4cT0

)α]1/(α+1)

+
3M

cT0

√
1

2N
log

2

δ

(38)

At last, combining (37) and (38), we are able to present the performance bound.

Lemma 9 Let {(Xi, Ai, Ri, πi)}Ni=1 be iid random draws from Ω = X T×AT×R(0,M ]×RT[c0,c1]

that compose the observed data ΩN . Consider a class of functions G = {g ∈ G : Ω 7→ R}
such that V̂ SW

ψ (ΩN ) = 1
N

∑N
i=1 g(ΩNi). Then for any δ ∈ (0, 1), with probability at least

1− δ, we have:

sup
f∈F |T |

|V SW
ψ (f)− V̂ SW

ψ (f ; ΩN )| ≤ 2R̂n(G; ΩN ) +
3M

cT0

√
1

2N
log

2

δ
(39)

Proof of Lemma 9. This Lemma aims to upper bound the empirical estimation error
bound with a Rademacher generalization bound. For ease of denotations, we let η(ΩN ) =
supf∈F |T | |V SW

ψ (f)− V̂ SW
ψ (f ; ΩN )|. Besides, we define Ω

′
N as a duplicate of ΩN except one

sample k with observed values (X
′
k, A

′
k, R

′
k, π

′
k). Assume we have estimated the summary func-

tion {Ŝj}Tj=1 and obtained the history information {Ĥj}Tj=1 = {Ŝj(X1, A1, ..., Aj−1, Xj)}Tj=1,
then we can first obtain an upper bound of η based on its expected value Eη as,

|η(ΩN )− η(Ω
′
N )|

=

∣∣∣∣∣ sup
f∈F |T |

|V SW
ψ (f)− V̂ SW

ψ (f ,ΩN )| − sup
f∈F |T |

|V SW
ψ (f)− V̂ SW

ψ (f ,Ω
′
N )|

∣∣∣∣∣
≤ sup

f∈F |T |

∣∣∣|V SW
ψ (f)− V̂ SW

ψ (f ,ΩN )| − |V SW
ψ (f)− V̂ SW

ψ (f ,Ω
′
N )|
∣∣∣

≤ sup
f∈F |T |

∣∣∣V SW
ψ (f)− V̂ SW

ψ (f ,ΩN )− V SW
ψ (f) + V̂ SW

ψ (f ,Ω
′
N )|
∣∣∣

=
∣∣∣V SW
ψ (f̃)− V̂ SW

ψ (f̃ ,ΩN )− V SW
ψ (f̃) + V̂ SW

ψ (f̃ ,Ω
′
N )
∣∣∣

=

∣∣∣∣∣∣ 1

N

N∑
i=1

Ri ·
∑T

j=1 ωj(e
−λAj f̃j(Ĥij) + 1)−1∏T
j=1 πij

− 1

N

N∑
i=1

R
′
i ·
∑T

j=1 ωj(e
−λA′j f̃j(Ĥ

′
ij) + 1)−1∏T

j=1 π
′
ij

∣∣∣∣∣∣
=

1

N

∣∣∣∣∣∣Rk ·
∑T

j=1 ωj(e
−λAj f̃j(Ĥkj) + 1)−1∏T
j=1 πkj

−
R
′
k ·
∑T

j=1 ωj(e
−λA′j f̃j(Ĥ

′
kj) + 1)−1∏T

j=1 π
′
kj

∣∣∣∣∣∣
≤ 1

N

T∑
j=1

ωj

∣∣∣∣∣ Rk∏T
j=1 πkj

· 1

e−λAj f̃j(Ĥkj) + 1
−

R
′
k∏T

j=1 π
′
kj

· 1

e−λA
′
j f̃j(Ĥ

′
kj) + 1

∣∣∣∣∣
34



Stage-Aware Learning for Dynamic Treatments

≤ 1

N

T∑
j=1

ωj ·max

(
Rk∏T
j=1 πk

,
R
′
k∏
π
′
k

)

≤ 1

N

T∑
j=1

ωj
M

cT0
=

M

N · cT0
. (40)

By McDiarmid’s inequality, the following inequality holds:

Pr(η − Eη ≥ t) ≤ exp(− 2t2∑N
i=1 c

2
i

) = exp(− 2t2

M2

N ·c2T0

) = exp(−c
2T
0 · 2t2

M2/N
).

Thus, by setting δ = exp(− c2T0 ·2t2
M2/N

), with probability at least 1− δ, we obtained:

η ≤ Eη +
M

cT0

√
log 1/δ

2N
(41)

The problem remained is to bound the expectation of the estimated error bound, Eη. Here,
we utilize the Rademacher generalization bound of the function class G. Additionally, we
denote Ω̃N to be a ghost sample that follows the same distribution as ΩN . Then we can
show that

E[η(ΩN )]

= EΩN

[
sup

f∈F |T |

∣∣∣V SW
ψ (f)− V̂ SW

ψ (f ,ΩN )
∣∣∣]

= EΩN

[
sup

f∈F |T |

∣∣∣EΩ̃N

[
V̂ SW
ψ (f , Ω̃N )

]
− V̂ SW

ψ (f ,ΩN )
∣∣∣]

= EΩN

[
sup

f∈F |T |

∣∣∣EΩ̃N

[
V̂ SW
ψ (f , Ω̃N )− V̂ SW

ψ (f ,ΩN )
]∣∣∣]

≤ EΩN ,Ω̃N

[
sup

f∈F |T |

∣∣∣V̂ SW
ψ (f , Ω̃N )− V̂ SW

ψ (f ,ΩN )
∣∣∣]

= EΩN ,Ω̃N

[
sup
g∈G

∣∣∣∣∣ 1

N

N∑
i=1

g(Ω̃Ni; f)− g(ΩNi; f)

∣∣∣∣∣
]

= EΩN ,Ω̃N ,σ

[
sup
g∈G

∣∣∣∣∣ 1

N

N∑
i=1

σi

(
g(Ω̃Ni; f)− g(ΩNi; f)

)∣∣∣∣∣
]

(where σi are iid Rademacher r.v.)

≤ 2Rn(G) (42)

To relate the expected Rademacher average to the empirical Rademacher average, we take a
further step. Similarly to the previous application of McDiarmid’s inequality on η (41), we
let γ(ΩN ) = Rn(G)− R̂n(G; ΩN ). Then,

|γ(ΩN )− γ(Ω
′
N )|
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= Rn(G)− R̂n(G; ΩN )−Rn(G) + R̂n(G; Ω
′
N )

≤ |Rn(G)− R̂n(G; ΩN )−Rn(G) + R̂n(G; Ω
′
N )|

=
1

N

∣∣∣∣∣Eσ
[

sup
g∈G

N∑
i=1

σi

(
g(ΩNi)− g(Ω

′
Ni)
)]∣∣∣∣∣

=
1

N

∣∣∣∣∣Eσ
[

sup
g∈G

σk

(
g(ΩNk)− g(Ω

′
Nk)
)]∣∣∣∣∣

≤ 1

N
sup
g∈G

Eσ
[∣∣∣g(ΩNk)− g(Ω

′
Nk)
∣∣∣]

=
1

N
sup
f∈{|T |

Eσ

∣∣∣∣∣∣Rk ·
∑T

j=1 ωj(e
−λAjfj(Ĥkj) + 1)−1∏T
j=1 πkj

−
R
′
k ·
∑T

j=1 ωj(e
−λA′jfj(Ĥ

′
kj) + 1)−1∏T

j=1 π
′
kj

∣∣∣∣∣∣


≤ M

N · cT0
(43)

Besides, note that Eγ = 0. As a result, we applied the McDiarmid’s inequality once again.

By setting δ/2 = exp(− c2T0 ·2t2
M2/N

), with probability at least 1− δ/2, we obtained:

Rn(G) ≤ R̂n(G; ΩN ) +
M

cT0

√
log 2/δ

2N
(44)

Combined the results from (41), (42) and (44), with probability at least 1− δ, we obtained
the final lemma results:

sup
f∈F |T |

|V SW
ψ (f)− V̂ SW

ψ (f ; ΩN )| ≤ 2R̂n(G; ΩN ) +
3M

cT0

√
log 2/δ

2N
(45)

Lemma 10 Under the Assumption 7, there exists a constant C1 > 0 such that the Rademacher
complexity of function class G is upper bounded as

R̂n(G) ≤ (α−1 + 1) ·

[
αC1

√
T

n

(
λM

4cT0

)α]1/(α+1)

. (46)

Proof of Lemma 10. This Lemma aims to upper bound the empirical Rademacher average
via the pre-defined metric entropy of the maximizing functional space. Let g1, g2 ∈ G,
corresponding to (f1, ..., fT ), (h1, ..., hT ) ∈ FT . We have

1

N

N∑
i=1

|g1(ΩNi; f)− g2(ΩNi; h)|2
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=
1

N

N∑
i=1

∣∣∣∣∣∣ Ri∏
πi

T∑
j=1

ωj
1

e−λAijfj(Ĥij) + 1
− Ri∏

πi

T∑
j=1

ωj
1

e−λAijhj(Ĥij) + 1

∣∣∣∣∣∣
2

=
1

N

N∑
i=1

∣∣∣∣∣∣ Ri∏
πi

T∑
j=1

ωj

(
1

e−λAijfj(Ĥij) + 1
− 1
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− 1

e−λAijhj(Ĥij) + 1
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≤ M2
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2

·
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∣∣∣∣2
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0

N∑
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T∑
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e−λAijfj(Ĥij) + 1
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e−λAijhj(Ĥij) + 1

∣∣∣∣2

≤
(
λM

4cT0

)2 1

N

n∑
i=1

T∑
j=1

|fj(Ĥij)− hj(Ĥij)|2 (48)

Note that step (47) holds with the Cauchy–Schwarz inequality, and the last step (48) can
be shown below by applying the mean value theorem on the surrogate logistic function
ψ(z;λ) = 1

e−λ·z+1
, where z = Ajfj(Hj). Specifically, since ψ is continuous w.r.t. z, there

exists a value c between Aijfj(Ĥij) and Aijhj(Ĥij), s.t.,

ψ
′
(c) =

ψ(Aijfj(Ĥij))− ψ(Aijhj(Ĥij))

Aijfj(Ĥij)−Aijhj(Ĥij)
. (49)

Then naturally, we can upper bound the surrogate function distances as,

|ψ(Aijfj(Ĥij);λ)− ψ(Aijhj(Ĥij);λ)|

= |ψ′(c)||Aijfj(Ĥij)−Aijhj(Ĥij)|

=

∣∣∣∣ λeλc

(eλc + 1)2

∣∣∣∣ · |Aij | · |fj(Ĥij)− hj(Ĥij)|

≤ λ

4
|fj(Ĥij)− hj(Ĥij)| (ψ

′
(c) reaches maximum when c = 0)

As a result, we obtained(
ψ(Aijfj(Ĥij);λ)− ψ(Aijhj(Ĥij);λ)

)2
≤ λ2

16
|fj(Ĥij)− hj(Ĥij)|2 (50)

Based on the inequality results from (48), we have shown that u-covers on fj , hj ∈ F for
j = 1, .., T w.r.t. the empirical l2-norm ‖ · ‖H1:N

define an λM
4cT0

u-covers on G w.r.t. ‖ · ‖Ω1:N
.
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Thus,

N2(
λM

4cT0
u,G,Ω1:N ) ≤ N2(u,F , H1:N )T ,

which could also be represented as metric entropy,

logN2(u,G,Ω1:n) ≤ T · logN2(
4cT0
λM

u,F , H1:n) ≤ T · C
(
λM

4cT0 u

)2α

(51)

Finally, based on the Discretization theorem, we could relate the empirical rademacher
averages with the function metric entropy

R̂n(G) ≤ inf
u>0

{
u+ c

√
logN2(u,G, ‖ · ‖2)

N

}

≤ inf
u>0

u+ c

√√√√T · C
(
λM

4cT0 u

)2α

N


≤ (α−1 + 1) ·

[
αC1

√
T

N

(
λM

4cT0

)α]1/(α+1)

, (52)

which reaches its minimum when u =

[
αC1

√
T
N

(
λM
4CT0

)α]1/(α+1)

.

Appendix B. K-IPWE nested treatments and carryover effects

The proposed K-IPWE is designed to break the curse of full-matching by allowing treatment
mismatches. According to the treatment matching number K

.
=
∑T

t=1 I{At = Dt(Ht)}, it
may first appear that the indicator function could be evaluated independently at each stage
due to the summation operator, which seems to ignore treatment carryover effects and fail
to account for the nested structure of treatments across decision stages. However, it is
important to note that our treatment recommendation at each stage are based on subjects’
summarized history of health variables, which effectively captures past treatments. In the
following, we elaborate the evaluation process of K-IPWE and explain how our methods can
incorporate carried over effects and nested treatments.

For illustration purpose, we consider a subject who undergoes a three-stage treatment ses-
sion, with their treatment trajectory observed as (X1, A1, X2, A2, X3, A3, R). At each stage,
we summarize the subjects’ evolving health information into a single variable: H1 = S1(X1),
H2 = S2(X1, A1, X2), and H3 = S3(X1, A1, X2, A2, X3), using the summary functions S1, S2,
and S3. These summarized health variables reflect the cumulative effects of past treatments.

B.1 Evaluation process of K-IPWEs

The evaluation of the random treatment matching number K involves a sequential assessment
of each stage, from the first to the last. At each stage, we determine whether the assigned
treatment aligns with the treatment regime decisions informed by all previous assignments
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(A1, . . . , At−1). For example, at the first stage, we compare if A1 is aligned with D1(H1).
At the second stage, we take into account the treatment received in the previous stage A1

and its effects on the subject’s health status X2. We then recommend a treatment for the
second stage, D2(H2) = D2(S2(X1, A1, X2)), and compare this with the assigned treatment,
A2. This process is repeated T times until all treatments have been compared.

From this evaluation process of K-IPWE, we can further show how K-IPWE can improve
sample efficiency and stabilize IPWEs. Specifically, if this subject received treatments
{A1 = 1, A2 = 1, A3 = 1}, and the regime’s recommendations were {D1(H1) = 1, D2(H2) =
1, D3(H3) = −1}, there would be two alignments (i.e., K = 2). However, if the optimal
decisions for this subject were {D∗1(H1) = 1, D∗2(H2) = −1, D∗3(H3) = 1}, there would still
be two alignments, but since there is no exact match (i.e., K < T ), this subject would
be excluded from the estimating procedure of IPWEs and would not contribute to the
estimation of the optimal regime. Given that the number of patients with optimal decisions
across all stages is small, each collected patient data point becomes valuable. Therefore,
considering K = 2 < T = 3, we estimate the optimal regime from a group of regimes which
have two matching stages with the actual treatment assignment. In the given example,
this subject qualifies for our estimation procedure (i.e.,

∑3
t=1 I(At = Dt(Ht)) = 2) and the

optimal regime is also qualified because two of the actual treatment assignments are assigned
optimally at first and third stages (i.e.,

∑3
t=1 I(At = D∗t (Ht)) = 2). This facilitates the

estimation of the optimal regime using this additional instance.

B.2 Carryover effects from a summary of history

Carryover effects capture the impact of a past treatment on patient’s response to future
treatments, which is essential in DTRs. The evaluation process of K-IPWEs above demon-
strates how historical information is summarized and used to inform the treatment regime
to make a new treatment recommendation for the patient at a decision stage. To provide a
more concrete example, we focus on the decision to be made at the second stage.

Suppose the subject first received treatment A1 = 1. Given the available information
{X1, A1 = 1, X2,A1=1}, we summarize the up-to-date historical health information H2 =
S2(X1, A1 = 1, X2,A1=1) and make a treatment recommendation for the second stage, which
turns out to be treatment 1, i.e., D2(H2) = 1. Now, suppose the subject received treatment
A1 = −1 instead. Similarly, we can construct the health summary H̃2 = S2(X1, A1 =
−1, X2,A1=−1), but the recommended treatment based on the updated H̃2 becomes -1, i.e.,
D2(H̃2) = −1. As shown, due to the change in the treatment A1 at first stage, the first-
stage treatment effect is carried over to the second stage, resulting into two health status
(H2 v.s. H̃2). Meanwhile, our estimating regime, which is based on these summaries of
historical health status, incorporates this carryover effect and dynamically update treatment
recommendations accordingly.

B.3 Nested interpretation of treatments

The interpretation of treatments are typically considered nested in DTRs. For example,
consider a subject participating in a ADHD study. At the first stage, the subject is assigned
to drug treatment if A1 = 1, or to cognitive behavioral therapy (CBT) if A1 = −1. At the
second stage, if the subject received drug treatment at the first stage (i.e., A1 = 1), they
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will then either be assigned to a new drug if A2 = 1 or switch to CBT if A2 = −1. On the
other hand, if the subject was initially assigned to CBT (i.e. A1 = −1), they may either
combine their existing CBT session with a drug treatment if A2 = 1 or add an additional
CBT session if A2 = −1. As shown, the treatment options at second stage have the same
encoding {−1, 1}, but their meaning depends on the treatment received at the first stage.

In our estimation framework, we incorporate this nested interpretation of treatments by
similarly leveraging the summary of historical health status. Specifically, when recommending
future treatments, the history variable—which encapsulates all previously assigned treat-
ments—allows for varied interpretations of the resulting recommendations. This approach
enables us to effectively construct the nested structure of treatments.

Appendix C. Generalized K-IPWE learning framework

The proposed SAL method introduces a more general K-IPWE learning (K-IPWL) framework
defined in Equation (8). Depending on one’s prior knowledge of the matching status between
assigned treatments and optimal regime, this framework can be more effectively recover the
optimal regime in theory compared to SAL, which assumes a linear relationship. However,
there are two major optimization difficulties associated with it. First, one need to find
a smooth convex surrogate for the matching number, which can be decomposed into two
indicator functions, i.e., I(|A ∩D | = k) = I(

∑T
t=1 I(at ·Dt > 0) = k). Here, we consider a

logistic function as a surrogate to the inner indicator I(x > 0), i.e., ψ1(x;λ) = (e−λx + 1)−1,
and a Gaussian function as a surrogate to the outer indicator I(x = 0), i.e., ψ2(x;σ) = e−x

2/σ,
where λ and σ are two growth-rate hyper=parameters. An illustration of the surrogates can
be found below in Figures 5 and 6,

Figure 5: Logistic function as a smooth surrogate to I(x > 0)

Figure 6: Gaussian function as a smooth surrogate to I(x = 0)
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With the smooth surrogates, we reformulate the objective function K-IPWE (8) into,

D̃ = argmax
D

E

{
T∑
k=0

φ(k) · E

(
R · ψ2(

∑T
t=1 ψ1(At ·Dt(Ht))− k)∏T
t=1 πt(At|Ht)

)}
, (53)

which leads to an additional challenge – determining the underlying probability, φ(k), of
matching k number of stages between assigned treatments and the optimal regime. However,
this quantity is typically unobservable in real applications. To address this, we propose first
applying existing DTR methods, such as Q-learning or BOWL, to estimate the optimal
regime and then obtain empirical matching probabilities between the estimated regime
and the observed assignments. These empirical probabilities serve as approximations for
φ(k), completing the final component of the value function in Equation (53) and allows the
K-IPWE learning framework to be optimized via standard gradient descent methods.

In the following, we present simulation results for K-IPWL in Table 5 from the same
setting specified in Section 6.2. Notice that, apart from the procedure described above,
we also incorporate the ground-true φ(·), which are known from the simulation design, to
estimate K-IPWL. optimization, and demonstrates robustness in practice.

φ(K) BOWL Q-learning AIPW RWL C-learning
K-IPWL

(Pred. φ)

K-IPWL

(True φ)
SAL SWL Observed Oracle

Imp-rate

(to BOWL)

Binomial (0.7)
0.578

(0.022)

0.165

(0.070)

0.222

(0.027)

0.547

(0.024)

0.524

(0.027)

0.648

(0.060)

0.620

(0.019)

0.657

(0.020)

0.658

(0.021)

0.400

(0.011)

0.999

(0.009)
13.780%

Binomial (0.6)
0.455

(0.034)

0.146

(0.075)

0.218

(0.028)

0.428

(0.028)

0.530

(0.023)

0.620

(0.056)

0.602

(0.046)

0.635

(0.022)

0.633

(0.023)

0.200

(0.010)

0.999

(0.009)
39.603%

Binomial (0.5)
0.347

(0.026)

0.115

(0.072)

0.213

(0.027)

0.382

(0.034)

0.518

(0.026)

0.311

(0.031)

0.308

(0.034)

0.624

(0.021)

0.624

(0.021)

-0.001

(0.012)

0.999

(0.009)
79.694%

Table 5: Estimated total rewards when N = 5000, T = 10, the optimal regime is nonlinear,
treatment matching

∑T
t=1 I(At = d∗t ) ∼ φ(·) and no important stage. Standard errors are listed next

to the estimated means. The Oracle stands for the best estimated total rewards if all treatments are
assigned optimally.

According to the results, while K-IPWL outperforms competing methods in most cases,
there remains a noticeable performance gap compared to SAL/SWL, primarily due to the
complexity of the nested surrogate functions. This gap persists even when the ground-truth
matching distribution, φ(·), is provided, which effectively reduces variance and enhances
performance compared to its empirically estimated counterpart. Additionally, in the Binomial
case with p = 0.5, K-IPWL experiences a significant performance loss. Possible reason is that
the symmetry of the Binomial distribution at p = 0.5, where, for example, matching 1 and
T − 1 stages carries the same weight, makes it irrelevant whether a recommended decision
shall be aligned with the optimal regime. These numerical results collectively indicate that
K-IPWL is estimable and the linear assumption utilized by SAL encourages identifying
more optimal decisions across the treatment stages, improves sample efficiency, simplifies
optimization, and demonstrates robustness in practice.

Appendix D. Simulation

In this appendix, we further compare our proposed methods with different DTR methods,
specifically non-parametric regression models, infinite-horizon framework, Fisher-consistent
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surrogate estimators, and shared-parameter DTRs. Supportive model performance results
are provided in each comparison. We also include the reproducible code implementations in
this Github repository: https://github.com/hanweny/SAL.git.

D.1 Non-parametric outcome model

One of the major requirements of regression-based methods is the correct specification of the
outcome models. Among the existing literature, non-parametric approaches (Ernst et al.,
2005; Geurts et al., 2006; Zhao et al., 2009; Zhang et al., 2015; Zhang and Zhang, 2018;
Zhang et al., 2018) have been proposed to alleviate the model specification challenges. In
this simulation, we implement the regression-based outcome component of C-learning with
the non-parametric random forest. The results are summarized as follows in Table 6.

Notably, the non-parametric outcome model can indeed improve model performance and
is aligned with the findings presented in Taylor et al. (2015). However, there still exists
a noticeable performance gap between the non-parametric C-learning and our proposed
methods. This suggests that the additional computational burden from the outcome models
could deteriorate model performance. In contrast, our methods, which retain the simplicity
of IPWEs, directly utilizes the observed total rewards, and fundamentally address the curse
of full-matching, have substantially improved sample efficiency and brought optimization
convenience, leading to superior model performance

N T BOWL Q-learning AIPWE RWL
C-learning

(Parametric)

C-learning

(Non-Parametric)
SAL SWL Observed Oracle

Imp-rate

(To Best)

5000 5 0.157 (0.063) 0.580 (0.030) 0.380 (0.040) 0.611 (0.024) 0.604 (0.024) 0.606 (0.029) 0.673 (0.025) 0.671 (0.026) 0.000 (0.017) 0.999 (0.007) 10.081%

8 0.131 (0.069) 0.420 (0.037) 0.266 (0.028) 0.466 (0.026) 0.550 (0.025) 0.552 (0.027) 0.647 (0.019) 0.647 (0.019) 0.000 (0.012) 1.000 (0.008) 17.551%

10 0.115 (0.072) 0.347 (0.026) 0.213 (0.027) 0.382 (0.034) 0.518 (0.026) 0.524 (0.027) 0.624 (0.021) 0.624 (0.021) -0.001 (0.012) 0.999 (0.009) 20.541%

1000 5 0.145 (0.064) 0.418 (0.050) 0.215 (0.046) 0.463 (0.044) 0.421 (0.049) 0.432 (0.046) 0.533 (0.045) 0.533 (0.045) -0.008 (0.035) 0.995 (0.015) 14.979%

8 0.112 (0.070) 0.264 (0.050) 0.156 (0.038) 0.314 (0.047) 0.341 (0.053) 0.364 (0.043) 0.459 (0.037) 0.459 (0.037) -0.009 (0.032) 1.001 (0.013) 34.660%

10 0.072 (0.051) 0.214 (0.038) 0.124 (0.037) 0.247 (0.041) 0.308 (0.046) 0.316 (0.043) 0.438 (0.041) 0.440 (0.042) -0.012 (0.028) 1.000 (0.016) 42.969%

500 5 0.162 (0.061) 0.316 (0.068) 0.148 (0.067) 0.363 (0.054) 0.336 (0.075) 0.350 (0.069) 0.464 (0.063) 0.465 (0.063) 0.008 (0.054) 0.995 (0.021) 27.924%

8 0.130 (0.057) 0.209 (0.053) 0.117 (0.049) 0.247 (0.057) 0.262 (0.055) 0.294 (0.062) 0.410 (0.062) 0.409 (0.062) 0.011 (0.045) 1.001 (0.020) 56.281%

10 0.100 (0.068) 0.157 (0.062) 0.089 (0.048) 0.199 (0.052) 0.224 (0.067) 0.244 (0.049) 0.378 (0.063) 0.376 (0.064) 0.013 (0.041) 1.000 (0.027) 68.250%

Table 6: Estimated total rewards when the optimal regime is nonlinear (heterogeneous), assigned
treatment At ∼ Bernoulli(0.5) · d∗t and no important stage. Standard errors are listed next to the
estimated means. The Oracle stands for the best estimated total rewards if all treatments are assigned
optimally. The improvement rate compares SAL/SWL against the best competing methods.

D.2 Infinite-horizon DTRs

Our proposed methods demonstrate superior performance, especially when dealing with a
large number of decision stages. However, as the number of stages continues to increase,
infinite-horizon methods may become a viable option. In this simulation, we explore this
possibility for scenarios with a large number of stages.

Specifically, consistent with the generation process specified in Section 6.1, we extend our
simulation settings to include scenarios with up to 30 stages. Additionally, we implement
the deep Q-network (DQN) (Mnih et al., 2013) as a classic infinite-horizon algorithm. The
results are summarized in Table 7.

As shown, infinite-horizon DQN can outperform Q-learning, IPWE (BOWL), and several
of its robust variants, including AIPW and RWL, in long-stage settings which these methods
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T BOWL Q-learning AIPW RWL C-learning DQN SAL SWL Observed Oracle
Imp-rate

(To Best)

10 0.214 (0.038) 0.072 (0.051) 0.124 (0.037) 0.247 (0.041) 0.316 (0.043) 0.246 (0.049) 0.438 (0.041) 0.440 (0.042) -0.012 (0.028) 1.000 (0.016) 39.243%

15 0.159 (0.041) 0.041 (0.059) 0.095 (0.032) 0.182 (0.037) 0.279 (0.038) 0.194 (0.047) 0.403 (0.034) 0.403 (0.034) -0.011 (0.018) 1.003 (0.013) 44.448%

20 0.132 (0.032) 0.035 (0.040) 0.075 (0.027) 0.139 (0.028) 0.241 (0.035) 0.170 (0.048) 0.385 (0.038) 0.386 (0.037) -0.009 (0.019) 1.001 (0.013) 60.341%

30 0.082 (0.032) -0.013 (0.048) 0.038 (0.022) 0.085 (0.040) 0.190 (0.030) 0.097 (0.048) 0.341 (0.030) 0.341 (0.030) -0.011 (0.016) 0.993 (0.010) 78.958%

Table 7: Estimated total rewards when N = 1000, the optimal regime is nonlinear, assigned
treatment At ∼ Bernoulli(0.5) · d∗t and no important stage. Standard errors are listed next to the
estimated means. The Oracle stands for the best estimated total rewards if all treatments are assigned
optimally. The improvement rate compares SAL/SWL against the best competing methods.

are not designed for. However, DQN starts to underperform compared to stronger baseline
methods such as C-learning. One key reason is that the infinite-horizon literature commonly
assumes the Markov decision process (MDP), which states that the future state St+1 only
depends on the current state St and the action taken At, not on the sequence of past
states and actions (i.e., St+1 ⊥ (S1, A1, ..., St−1, At−1) | (St, At)). However, in a finite-
horizon setting, future health variables depend on all past treatments, and the full treatment
trajectory can be used to model temporal dependencies among health variables, making the
MDP assumption less suitable.

In contrast, our proposed methods summarize the entire treatment history, consistently
achieving the best performance scores. Although the expected total rewards for all methods
decline as the number of stages increases, our methods show a growing improvement margin,
considering the level of heterogeneity involved over many stages. Lastly, in real-case scenarios,
having 30 stages is sufficiently large in a finite-horizon setting. Further increasing the number
of stages may fundamentally change the nature of the problem and one probably should
proceed with the infinite-horizon methods instead.

D.3 Fisher-consistent surrogate models

BOWL is a pioneering work which views IPWE as a weighted classification error and employs
surrogate methods from large-margin classification to estimate the optimal DTR. However,
as noted in later work (Laha et al., 2024), the surrogate approach used by BOWL might not
achieve Fisher consistency. In response, Laha et al. (2024) discusses a class of Fisher consistent
surrogate functions. In this simulation, we select the function φ(x) = 1 + 2/π · arctan(πx/2)
(DTRESLO) to examine whether using a Fisher-consistent surrogate can improve BOWL’s
performance and how it compares to our proposed method.

T BOWL SOWL DTRESLO C-learning SAL SWL Observed Oracle
Imp-rate

(To Best)

5 0.418 (0.050) 0.010 (0.067) 0.416 (0.055) 0.423 (0.055) 0.533 (0.045) 0.533 (0.045) -0.008 (0.035) 0.995 (0.015) 26.082%

8 0.264 (0.050) 0.015 (0.055) 0.324 (0.041) 0.354 (0.053) 0.459 (0.037) 0.459 (0.037) -0.009 (0.032) 1.001 (0.013) 29.600%

10 0.214 (0.038) 0.001 (0.035) 0.273 (0.039) 0.316 (0.043) 0.438 (0.041) 0.440 (0.042) -0.012 (0.028) 1.000 (0.016) 39.243%

Table 8: Estimated total rewards when n = 1000, the optimal regime is nonlinear, assigned treatment
At ∼ Bernoulli(0.5) · d∗t and no important stage. Standard errors are listed next to the estimated
means. The Oracle stands for the best estimated total rewards if all treatments are assigned optimally.
The improvement rate compares SAL/SWL against the best performer of competing methods.
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Based on the simulation results in Table 8, we observe that DTRESLO improves upon
BOWL’s performance due to the use of a Fisher-consistent estimator. However, our methods,
SAL and SWL, still achieve the highest performance, with the improvement rate increasing
as the number of stages grows. This indicates that, while DTRESLO benefits from a Fisher
consistent surrogate function, it is still an IPWE-based method and thus affected by the curse
of full-matching. Since our methods are specifically designed to overcome this limitation, we
achieve the best performance scores.

D.4 DTRs with shared parameters

There are scenarios where the treatment decisions exhibit similarities across different stages.
In these cases, DTRs with shared parameters seem to be a preferable option as they reduce
the number of estimators and better align with the underlying decision process. In this
simulation, we investigate the robustness of proposed method against shared-parameter
DTRs when the underlying treatment rules differ at every stage (heterogeneous) or are
shared and remain the same across all stages (homogeneous).

Specifically, we choose the shared Q-learning method (Chakraborty et al., 2016) for
demonstration purpose. In addition, to mimic the shared-parameter DTR methods, we
enforce DTRESLO, SAL, and SWL to use the same set of parameters for their decision
rules across all stages. This can be viewed as a special case of the shared-parameter DTR
method where the shared parameter set equals the entire parameter set. The results are
summarized in Table 9.

Underlying

decision rule

Model

parameters
T Q-learning DTRESLO SAL SWL

Imp-rate

(To Best)

Heterogeneous Un-shared 5 57.155 (3.429) 71.025 (2.600) 76.845 (2.064) 76.845 (2.064) 8.194%

8 55.230 (3.238) 66.150 (2.037) 72.898 (1.755) 72.898 (1.755) 10.202%

10 53.258 (2.469) 63.590 (1.738) 71.861 (1.908) 71.959 (1.957) 13.160%

Shared 5 65.480 (2.712) 67.582 (2.962) 70.882 (2.339) 70.733 (2.771) 4.883%

8 63.019 (2.654) 63.323 (3.217) 69.114 (2.291) 69.184 (2.911) 9.256%

10 61.224 (2.853) 60.794 (3.664) 68.816 (2.072) 68.157 (2.298) 12.401%

Homogeneous Un-shared 5 54.960 (3.732) 70.388 (2.663) 76.175 (2.934) 76.175 (2.934) 8.222%

8 54.400 (3.096) 64.952 (2.307) 71.848 (2.950) 71.848 (2.950) 10.618%

10 52.898 (3.574) 63.424 (1.804) 70.964 (2.682) 70.964 (2.682) 11.888%

Shared 5 75.305 (3.686) 73.957 (3.827) 82.650 (2.595) 82.445 (2.769) 9.754%

8 72.341 (4.329) 65.537 (4.871) 81.373 (3.376) 80.964 (3.165) 12.486%

10 69.398 (4.426) 62.378 (5.212) 80.050 (3.441) 80.001 (3.365) 15.350%

Table 9: Matching accuracy with the optimal regime when N = 1000, the optimal regime is
nonlinear, assigned treatment At ∼ Bernoulli(0.5) · d∗t and no important stage. Standard errors are
listed next to the estimated means. The Oracle stands for the best estimated total rewards if all
treatments are assigned optimally. The improvement rate compares SAL/SWL against the best
performer of competing methods.

Based on the simulation results summarized in Table 9, we notice that our model
outperforms the others in these scenarios and the improvement margin increases with the
number of stages, which demonstrates the estimation efficiency of our proposed method.
Additionally, we show that correctly aligning the model’s shared property with the underlying
decision rule (i.e., heterogeneous-unshared and homogeneous-shared) can effectively enhance
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model performances across DTRESLO, SAL, and SWL. In the case of shared Q-learning, while
it consistently outperforms regular un-shared Q-learning, shared Q-learning demonstrates
even greater performance gain when the underlying decision rule is homogeneous.

In conclusion, DTRs with shared parameters indeed can improve model performance
when the underlying treatment decisions are similar. From the simulations, we show that
our methods are still able to reach the highest empirical performance in a shared-decision
rule setting. In addition, our method demonstrates the potential of enabling the shared
parameters properties, and we will leave the extensions of allowing varying parameters to be
shared in future endeavors.

Appendix E. Real data application

The raw COVID-19 data from UC CORDS is imbalanced and inappropriate for direct
application of DTR methods. To properly formulate the problem under the framework of
our proposed model, we need to find the total rewards, determine the treatment stages, and
pre-process patients’ covariates and assignments at each stage. First of all, we consider the
reverse-scaled number of days stayed at hospitals and ICU as the total rewards for each
inpatient. For instance, a patient, who stays the longest at hospitals, will receive 0 total
reward, but s/he would have the largest total reward if s/he spent the least number of days at
hospitals. Next, since the actual jth drug administration timing could vary among patients
due to the observational data, we choose a consistent time space for each individual where
the meaning of jth treatment timestamp is transformed into the jth number of treatment
visits. For instance, at stage 1, all patients have been made the first decision whether to take
a drug or not, but the timining for the decisions could vary among individuals. Then, under
the newly determined time-space, the treatment stages are consistent across individuals, but
the length of time intervals between two treatment stages can still be different, To resolve
the inconsistency of time intervals, we applied kernel smoothing to project the recorded
patients’ covariates information during each time interval onto the consistent time-space,
i.e., the jth treatment stage. In particular, we select a total of 38 covariates, covering
patients’ demographic features, basic vital measurements, blood test results, bio-markers,
and comorbidity history, to parameterize the treatment regime. A descriptive summary of
the selected covariates can be found in Table 10. In the last step of data preprocessing, we
impute the missing covariate values by random forests (Tang and Ishwaran, 2017).

Count Mean Median Min Max S.D.
Demographics
Female 2333 0.421 0 0 1 0.494
Race:Caucasian 2333 0.396 0 0 1 0.489
Race:Asian 2333 0.108 0 0 1 0.311
Race: Hispanic/Latino 2333 0.412 0 0 1 0.492
Age 2333 53.18 57.00 1 87 22.97
BMI 2333 35.22 31.59 5 50 12.35
Comorbidities
Diabetes 2333 0.403 0 0 1 0.491
Hypertension 2333 0.649 1 0 1 0.491
Asthma 2333 0.159 0 0 1 0.366
Obesity 2333 0.604 1 0 1 0.489
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Count Mean Median Min Max S.D.
Coronary artery disease 2333 0.269 0 0 1 0.443
Cardiovascular diseases 2333 0.076 0 0 1 0.266
Chronic kidney disease 2333 0.323 0 0 1 0.468
Basic measurements
Heart rate 2290 89.15 86.00 44.71 179.7 20.55
Body temperature 2290 36.83 36.78 31.58 40.44 0.760
Oxygen saturation 2291 96.06 96.97 56.00 100.0 3.500
Respiratory rate 2266 20.82 18.74 8.110 97.00 6.240
Diastolic blood pressure 2281 72.09 71.75 27.00 131.1 12.55
Systolic blood pressure 2281 123.6 122.0 93.52 160.1 15.97
Blood tests
Albumin 1700 3.470 3.600 0.450 5.400 0.770
Alkaline phosphates 2093 112.2 84.00 18.50 2411 112.8
Aspartate aminotransferase 2090 43.84 34.00 14.00 194.0 31.04
Bilirubin (103) 2086 1.210 0.500 0.100 2.200 0.379
Calcium (103) 2170 8.84 8.800 5.400 19.10 0.860
Carbon dioxide 1781 22.78 23.00 15.25 29.70 3.197
Erythrocytes 2169 4.140 4.210 1.010 8.610 0.880
Glucose 2166 0.150 0.120 0.030 1.210 0.090
Lymphocytes leukocytes 1405 15.32 12.70 1.50 52.10 10.74
MCHC 2169 32.84 32.95 25.40 37.00 1.490
Neutrophils leukocytes 1778 73.75 76.30 32.00 95.20 13.66
Potassium 2127 4.056 4.10 2.365 5.400 0.590
Protein 2018 6.737 6.800 5.033 8.700 0.727
Urea nitrogen (103) 2172 26.27 19.00 45.00 131.5 20.70
Biomarkers
C-reactive protein 1334 3.986 0.012 0.0003 92.78 14.41
Creatinine (103) 2006 2.597 0.980 0.400 47.30 5.87
Lactate dehydrogenase 585 490.1 394.0 139.0 1264 202.5
Platelets 2125 221.6 212.0 35.00 544.0 94.55
Troponin-i 1066 9.260 0.110 0.025 129.0 20.31

Table 11: Summary statistics of all obtained covariates for ICU patients from UC CORDS datasets
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